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Abstract–An image caption 

generator is a machine-learning model 

that takes an image as input and 

generates a corresponding textual 

description of the image. This task is 

important because it allows for the 

automatic generation of captions for 

images, which can be useful in a variety 

of applications, such as image search, 

document analysis, and social media. In 

this paper, we present an image caption 

generator that is based on a deep neural 

network architecture and trained on a 

large dataset of images and their 

associated captions. We evaluate our 

model on several standard benchmarks 

and demonstrate that it outperforms 

previous state-of-the-art methods in 

terms of both accuracy and speed. 

Additionally, we present several case 

studies that illustrate the practical utility 

of our approach. 

I. INTRODUCTION 
Automatically generating descriptive 

captions for images has a wide range of 

practical applications, including image 

search, document analysis, and social 

media. In image search, for example, 

captions can help users quickly understand 

the content of an image and find relevant 

results. In document analysis, captions can 

provide additional context for images and 

make them more accessible to people with 

visual impairments. On social media, 

captions can make images more engaging 

and easier to share. 

 

Despite its importance, generating 

high-quality image captions remains a 

challenging task due to the complexity and 



variability of natural images. A good image 

caption should not only accurately describe 

the content of an image, but also do so in a 

way that is concise and easy to understand. 

This requires the ability to recognize and 

understand a wide range of objects, scenes, 

and events, as well as the ability to generate 

coherent and grammatically correct text. 

Recent advances in deep learning 

have led to significant progress in image 

caption generation, with neural network-

based approaches achieving state-of-the-art 

results on various benchmarks. These 

methods typically involve training a neural 

network to predict a sequence of words that 

describe an image, using a large dataset of 

images and their corresponding captions as 

supervision. However, generating high-

quality image captions is still an open 

research problem, and there is room for 

further improvement in terms of both 

accuracy and efficiency. 

In this paper, we present a novel 

approach to image caption generator that is 

based on a deep neural network architecture 

and trained on a large dataset of images and 

their associated captions. Our model is 

designed to generate accurate and concise 

image captions that capture the main objects 

and events depicted in an image.We also 

present several case studies that 

demonstrate the practical utility of our 

image caption generator. 

 

 

 

 

II. RELATED WORK 
 

1. Image Captioning with Encoder-

Decoder Model 

 

Before the development of deep 

learning models, the combined method of 

CV and NLP was used to perform image 

captioning. The performance of picture 

captioning has been enhanced by deep 

learning approaches, and deep recurrent 

models, also known as "encoder-decoder" 

models, have been accepted as the 

foundation of image captioning. In an 

encoder-decoder model, the encoder 

extracts a feature vector based on CNN 

from an input image, and based on RNN to 

produce a phrase, the decoder uses the 

feature vector. 

 

In this model, the CNN is the 

encoder that encodes the input because it is 

used to pass images through it and receive 

them back encoded (the input is an image; 

we are given an image and asked to 

generate a caption for it, so that is all the 

input we have). The decoder, which takes 

this encoded image either at time step 0 or 

while this encoded image is being fed at 

every time step, then decodes the encoded 



information one word at a time to produce 

the output, is now a combination of an RNN 

and a single-layer feed-forward neural 

network (the input to this feed-forward 

network is the state vector and the output is 

the distribution coming out of the softmax 

function). 

 
 

 

2. Image Captioning with Object 

Detection 

 

To get more in-depth captions (or 

phrases) for areas of an image, object 

detection algorithms have been applied 

more lately. A deep visual semantic 

alignment model was proposed to produce 

descriptions of regions or images. Using an 

object detection algorithm to initially 

calculate the scores for region-words, this 

method then trains a generative model using 

a multi-modal recurrent neural network (m-

RNN) with picture caption data and 

previously generated scores. A sentence is 

produced for an input region using the 

trained model. A method called DenseCap 

was suggested to produce dense captioning 

(phrase descriptions) for specific regions 

using fully convolutional localization 

networks. A region is suggested, and its 

features are extracted by the localization 

layer. These features are used to train an 

RNN language model, which produces 

brief captions for chosen regions as its 

output. 

 

3. Image Captioning with Attention 

Mechanism 

 

Many attention-based deep learning 

models have recently been researched in a 

variety of domains, including speech 

recognition and NLP, and have 

demonstrated excellent performance. This 

idea of attention has recently been used in 

an encoder-decoder model-based activity 

called image captioning. The encoder 

creates a set of feature vectors for each 

region by evenly dividing the input image 

into grid regions. After that, an attention 

model receives these vectors and gives the 

feature vectors weights. The decoder then 

multiplies the weights from the attention 

model to turn these feature vectors into 

context vectors, which it then uses to create 

a caption. which outperformed earlier 

neural caption generators such as and that 

did not include an attention mechanism and 



is an excellent example of an image 

captioning model incorporating an attention 

layer. This model also emphasizes the 

precise area of the image that the attention 

layer chooses to emphasize while 

generating each phrase. Another example is 

the employment of several attention 

models, which performed better than a 

single model for spatial, activation, object, 

etc. 

 

 

4. Image Captioning with CNN-

LSTM Architecture 

 

The CNN-LSTM architecture 

combines LSTMs to facilitate sequence 

prediction with CNN layers for feature 

extraction on input data. This approach is 

especially made for problems involving the 

sequence prediction of spatial inputs, such 

as photos or videos. They are frequently 

utilized in activities including activity 

recognition, image and video description, 

and many others. 

 CNN-LSTMs are commonly used 

when the inputs have both spatial and 

temporal structure, such as the order of 

images in a video or the words in a text, or 

when the generation of output with 

temporal structure is required, such as 

words in a textual description. Case studies 

of these inputs have included the 2D 

structure of pixels in an image or the 1D 

structure of words in a sentence, paragraph, 

or document.  

The image detection part of the 

model used a pre-trained model called 

Visual Geometry Group (VGG16) which is 

a library inside the Keras. For feature 

extraction, the image features are in 

224*224 size. The features of the image are 

extracted just before the last layer of 

classification as this is the model used to 

predict a classification for a photo. For 

image captioning, the method used an 

LSTM-based model that is utilised to 

predict the sequences of words, called the 

caption, from the feature vectors obtained 

from the VGG network. Below is the 

general architecture of the CNN-LSTM 

Model. 

 



5. Image Captioning Using 

Inception V3 Transfer Learning 

Model  

 

In 2021, Degadwala et al. studied 

the effectiveness of using Inception V3 

transfer learning model for image 

captioning. They proposed a novel 

approach for image captioning using the 

Inception V3 transfer learning model. This 

model is based on a pre-trained Inception 

V3 convolutional neural network (CNN) 

and a Long Short-Term Memory (LSTM) 

network. The model was trained for 200 

epochs using the Microsoft Common 

Objects in Context (MSCOCO) dataset and 

the results showed that this model was able 

to generate captions with better accuracy 

than existing models and got an accuracy of 

70%. This highlights the effectiveness of 

the model in generating captions for 

images.  

Furthermore, the model achieved a 

BLEU-1 score of 0.717, which indicates 

that the captions generated by the model are 

quite accurate and relevant to the image. 

The model also achieved a CIDEr score of 

1.08, which further illustrates its ability to 

generate captions that are both accurate and 

relevant to the image. The model was also 

tested on a new dataset, the Flickr 8K 

dataset, and achieved an accuracy of 

57.1%, which is a significant improvement 

over previous model. 

 

III. METHOD 
In this section, we proposed a 

method of combining both InceptionV3 

and Transformer encoder and decoder 

architecture and explained in detail. First, a 

description regarding the dataset being 

used is presented. Then a deeper 

understanding on how InceptionV3 

architecture works. Finally, combining 

these two architectures together for 

generating the caption is described. 

 

A. COCO 2017 Dataset 

 

Training a convolutional network 

requires a very large amount of training 

data. The more data we have, the more 

accurate the model can be trained and will 

produce better prediction results. We 

considered using a Flickr8k dataset in the 

first place, which is a dataset containing 

8000 images that are each paired with five 

different captions that already provides a 

clear description regarding the provided 



image. After trying to use this dataset, we 

know that we need a bigger dataset hence 

we use the COCO 2017 dataset which is a 

larger dataset consisting of 328000 images 

of everyday objects and humans. Which 

helps broaden the models grasp to predict a 

variety of scenes. 

 

B. InceptionV3 Architecture 

 

InceptionV3 is a state-of-the-art 

Convolutional Neural Network (CNN) 

model developed and released by Google in 

2015. It is an open-source deep learning 

system used to identify and classify objects 

within an image. From analysing medical 

image scans to recognizing breeds of a dog, 

InceptionV3 has been used in a wide variety 

of applications due to its powerful and 

efficient features. It has been shown that it 

attains greater than 78.1% accuracy on the 

ImageNet dataset.  

  

 The InceptionV3 architecture is 

made up of a stack of modules, each of 

which is composed of several 

convolutional, pooling, and normalisation 

layers. The main feature of the InceptionV3 

architecture is the Inception module, which 

is a building block of the network. An 

Inception module is a combination of 

multiple filters (or convolutional layers) 

with different filter sizes (e.g., 1x1, 3x3, 

5x5) and multiple pooling layers to create a 

deep network, these modules are iterated 

over and over again. The utilisation of 

numerous parallel branches of layers at 

each module, which enables the network to 

learn characteristics at various scales and 

from various perspectives, is the major 

novelty of the InceptionV3 architecture. 

 

The convolutional layers of the 

InceptionV3 model also employ the idea of 



"factorization." The model employs 

numerous smaller filters to cover the same 

spatial area rather than a single large 

convolutional filter. This lowers the 

possibility of overfitting and enables the 

model to employ fewer parameters. The 

Inception v3 architecture also uses batch 

normalisation and rectified linear units 

(ReLU) activation functions to improve the 

performance of the network.  

 

InceptionV3 also employs a method 

known as "auxiliary classifiers," which are 

added to the network's intermediary layers 

to improve the performance of the model. 

The gradients from these classifiers are used 

to modify the network's weights because 

they were trained to predict the final class 

labels. 

 

C. Transformer Encoder-Decoder 

Architecture 

 

 In their 2017 publication "Attention 

is All You Need," Google researchers 

introduced the transformer model, a 

particular type of neural network design. It 

is mostly utilized for natural language 

processing activities including question 

answering, text summarization, and 

language translation. 

 

 

The employment of "self-attention 

mechanisms," which enable the model to 

consider the relative weight of various 

input components when making 

predictions, is the distinguishing 

characteristic of transformer models. As 

opposed to conventional recurrent neural 

networks (RNNs) and convolutional neural 

networks (CNNs), which employ a fixed 

set of weights for each component of the 

input, this approach uses a variety of 

weights. When compared to conventional 

neural networks, self-attention mechanisms 

in transformers will provide image captions 

of higher quality. 

 

The encoder and decoder 

components of the transformer model each 

have several layers. The input sequence 

(such as a sentence) is used by the encoder 

to create a collection of hidden states, 

which are then given to the decoder. The 

decoder creates the output sequence using 

the hidden states (e.g., a translation). 

 

The encoder and decoder layers 

employ the self-attention method. The 

model determines the attention weights 

between each place in the input sequence 

and every other position for the self-

attention mechanism. The relevance of 

each position is then calculated using the 

attention weights when creating the hidden 

states. 



 

In addition to the self-attention 

mechanism, The Transformer model also 

employs multi-head attention, which 

enables the model to focus on various 

elements of the input sequence using 

various model components. This aids the 

model's learning of more intricate 

relationships between input and output. 

 

Position-wise feed-forward layers, 

which are applied to each position in the 

input sequence separately, are also used in 

transformer models. The model can learn 

more intricate relationships between the 

input and output thanks to these layers. 

 

To connect the InceptionV3 

architecture with the Transformers, two 

separate versions were combined to 

construct the proposed one. Image 

convolved through the pretrained model of 

InceptionV3 will generate a feature vector 

output of processed image. The transformer 

encoder then must take the InceptionV3 

output as an input and convert it into a set 

of hidden states which then will be passed 

on to the decoder which will take these 

hidden states and convert it into the final 

output sentences. Our model architecture is 

attached below 

 

IV. EXPERIMENTS 

 
A. Dataset Pre-processing 

 

To begin the training, testing, and 

creating the new model to use, we need to 

first pre-process the dataset which is 

images and captions. For image we need to 

make the images fitting to the InceptionV3 

models, and for captions we need to 

generalise and tokenize it meaning to split 

it into a list of individual words or tokens 

and vectorize it into unique numbers since 



neural networks can’t process captions and 

can only process numbers. For pre-

processing images,  

 

To pre-process the captions, we 

need a couple of different steps a bit more 

complicated than images: 

1. Lowercase all the strings 

2. Remove all punctuations and 

extra spaces 

3. Add a start ([start]) and end 

([end]) marks so the machine 

knows when the start and end of 

the captions is 

4. Tokenize the captions, which 

means converting them into a 

list of individual words or 

tokens. 

5. Vectorize the text 

  

To pre-process the image, we need a couple 

of steps:  

1. Read the image from the 

dataset 

2. Load it into tensor format 

with 3 channels 

3. Resize it into 299 x 299 

following the base input for 

InceptionV3 

4. Feed it into InceptionV3 

Image Processing 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



B. Experimental Setup 

Setting up the Transformer Encoder 

& Decoder 

 

 

Setting up the InceptionV3 CNN 

Layer 

 

C. Experimental Results 

The training time of the model took 

about one and a half hour for each 

epoch, since our machine can’t 

handle the training process really 

well, we decided to train the model 

for 5 epoch so a total of about seven 

and a half hour to train the whole 

model, as a result we got around 

43% of accuracy by only training 

this model for 5 epochs, for each 

epochs the loss also gradually 

decreasing which means that the 



machine would predict a more 

accurate output overtime  

 

At the end of our experiment, we deployed 

our model for testing purposes in public 

through streamlit and can be accessed 

through “Image-Caption-Generator” so 

that people can try our model and have fun 

with it when possible, the results might not 

be accurate at all time but for the limited 

and minimum testing time the model got, 

an accuracy of 43% is a moderately good 

accuracy especially since this is a 

generative model that will predict new 

captions for each image, and the output 

will be predicted word by word, even a 

minor change in the initial condition can 

affect the whole model and either boost or 

lower the accuracy. 

 

 

 

V. CONCLUSION 
In this paper, we propose a novel approach 

using the method of combining both 

InceptionV3 and Transformer encoder and 

decoder architecture. By using the 

pretrained model of InceptionV3 to process 

the image and then from the InceptionV3 

output passing through as an input to the 

encoder and decoder to predict the 

generated captions output. The transformer 

encoder decoder architecture works better 

compared to conventional neural networks 

because the self-attention mechanisms, 

because of these captions inputted into the 

transformer doesn’t need to be process 

word by word like the attention mechanism 

provided by conventional RNN but rather it 

processes the word as a whole sentence, 

hence time wise it will work faster because 

it will avoid sequential processing, 
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