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A B S T R A C T   

In this work, an image colorization algorithm based on convolutional neural networks is explored as an approach 
to predict tensile plane-strain field components of microstructures featuring porosity defects. For the same, 
microstructures featuring porosity of various shapes, sizes, area fractions and number densities were sampled on 
the gage section of ASTM-E8 sized numerical specimens whose tensile deformation was simulated in plane strain 
mode using commercial finite element analysis package Abaqus. Subsequently, the image colorization algorithm 
was trained by treating the microstructure featuring porosity defects as the gray scale image, and its strain field 
components as its color layers, analogous to the red-green-blue color components of traditional digital repre-
sentations of images. Towards the same, various CNN frameworks were tested for optimization of its parameters, 
viz. number of layers, number of filters in each layer, stride, padding, and activation function. An optimized CNN 
framework is presented that is able to predict strain fields on randomly sampled microstructures with high ac-
curacy R2 > 0.91 at a fraction of the time that finite element analysis would take. Various cross-validation tests 
were performed to test the accuracy and robustness of the CNN in learning features of various microstructures. 
Results indicated that the CNN algorithm is extremely robust and can provide near-accurate strain fields in 
generic scenarios.   

1. Introduction 

The microstructure of a component plays an important role in gov-
erning its mechanical and functional properties. This realization has 
motivated research on various aspects of structure–function linkages 
with the overarching goal of instilling custom designed microstructures 
in components to endow them with superior response. These research 
efforts are backed by concomitant efforts towards process innovation 
that can produce these microstructures during fabrication or post- 
processing of the component geometry. Recently, additive 
manufacturing has garnered considerable interest as a tool for fabrica-
tion of complex geometries with custom designed microstructures. 
These processes often rely on computer software based slicing of a 
specified geometry for layer-by-layer fabrication. For the same, raw 
ingredients in powder or wire form are thermally activated and depos-
ited onto a substrate that comprises the previously deposited slice. By 
spatially modulating the elemental composition of the raw ingredients 
and the dynamics of heat, complex microstructures can be produced 
additively that may not be accessible via traditional routes [1–5]. 

The integrity of additively produced microstructures can however be 
questionable due to its dependence on finely tuned thermal dynamics for 
producing error-free parts [6–8]. Fine tuning implies utilization of 
higher power inputs and slower scanning speeds. Unfortunately, slower 
throughput resulting from slower scanning speeds can overload the 
manufacturing system. However, intermediate and fast fabrication 
speeds that are deemed viable from the context of implementation 
naturally result in microstructure defects [9,10]. These defects include 
porosity/voids that are generated due to gas entrapment and lack of 
fusion, and compromise the performance of the microstructures, e.g. by 
shortening their life in fatigue-like loading conditions [11–13]. Addi-
tionally, additive manufacturing often relies on stochastic input raw 
material, i.e. metal powder. The sizes and shapes of individual particles 
in the powder are random, i.e. follow a distribution with a specified 
range and hence microstructures resulting from additive manufacturing 
can naturally contain stochastic imperfections including porosity/voids 
[14]. Finally, certain features in the geometry being fabricated addi-
tively may also promote formation of defects [15]. 

The traditional approach of eradicating microstructure defects in 
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additively manufactured parts involves post-build hot isostatic pressing 
(HIP). However, the efficacy of HIP in eradicating all microstructure 
porosity/void defect remains < 1 [16,17]. For instance, HIP is ineffec-
tive at eradicating surface connected defects. These shortcomings 
recommend that designers exhibit judiciousness while planning use of 
additive manufacturing for creation of certain kinds of geometries, e.g. 
thin walled structures, that are especially prone to surface connected 
porosities. 

The aforementioned shortcomings of additive manufacturing and 
post processing by HIP have motivated recent efforts in incorporating 
the combined effects of microstructure + defect structure + component 
geometry in making design decisions. Such frameworks enable revision 
of the design for making the defect structure that inevitably results from 
the manufacturing process tolerable. The challenges associated with this 
methodology involve computationally intensive simulations of several 

instances of multi-scale mechanics for achieving statistically significant 
insights and homogenization approaches to circumvent them have been 
proposed. Examples include the articles referenced in [18] where the 
effect of surface metrology defects on response of lattice structures is 
encapsulated within finite element framework using mechanically 
equivalent members. These members are designed using the distribution 
of observed metrology defects in real specimens. This methodology 
enables meshing of the simulated specimen with a much smaller number 
of elements, which accelerates the simulation. Analogous approaches 
have been utilized for accelerating discovery of composite microstruc-
tures that exhibit superior mechanical properties [19–22]. These efforts 
are often assisted by some variant of machine learning (ML) for 
bypassing finite element analysis in order to accelerate the discovery 
process. 

The aforementioned ML based approaches strive to predict the mean 

Fig. 2. Microstructure samples having different shapes of porosity defects with area fraction 7%–9%.  

Fig. 1. An example of microstructure converted to image (right) from ASTM-E8 specimen (left).  
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response, e.g. volume averaged stress 〈σ〉 vs. strain 〈∊〉 and force F vs. 
displacement d for characterizing the integrity of microstructure and 
design under various loading conditions. However, full field strains ∊(x,
y) can provide valuable insights in complex scenarios where the spatial 
influence of microstructure features can create profound variations in 
mechanical response [23,24]. Previous approaches towards predicting 
strain fields using ML frameworks have looked at an extension of the 
materials knowledge system (MKS) that attempts to identify influence 
tensors α(r,r′

,…,n,n′

,…)[25]. This tensor encapsulates the effect of the 
presence of microstructure species n, n′

,… at relative locations x + r,x +

r + r′

, …, on the central location x, respectively. The roots of this 
approach can be traced back to works of Mura [26] and Beran [27]. 

In this article, ML based methodologies involving image colorization 
algorithms are explored for predicting strain fields for a pre-defined 
class of microstructures under specified boundary conditions. Conven-
tional image colorization algorithms [28–30] comprise of artificial 
neural networks trained to predict three color-channels namely red, 
green and blue layers of an image from its greyscale layer. Well-trained 
artificial neural networks such as image colorization algorithms are 
known to predict results through feature/pattern recognition with high 
accuracy [31]. The gageability of artificial neural networks to recognize 
and capture features of data during its training stage have found its use 
in myriad applications such as image analyses [32–36], handwriting 
analyses [37,38], face detection or recognition [39,40], natural lan-
guage processing [41,42] across different fields of science [43–45], 
engineering [46,47] and design [47–49]. This feature recognition ability 
has yielded tremendous results in their intended use for regression or 
classification of respective data. The hypothesis of this work includes 
prediction of the three strain fields components namely ∊xx(x, y),∊yy(x,
y) and ∊xy(x, y) of a microstructure with porous defects can be done 
faster than traditional finite element analysis (FEA) software with sig-
nificant accuracy using neural networks designed for image coloriza-
tion. Microstructures featuring circular, elliptical and arbitrary shaped 
porosity defects in an elastic isotropic matrix are studied. Details of 
various aspects of this plan are described in Section 2. 

2. Deformation simulation and machine learning framework 

2.1. Sampling microstructures for deformation simulation 

For the purpose of establishing a ML framework, microstructures M 

were sampled from a distribution and endowed to the gage section of a 
numerical ASTM-E8 tensile specimen [50] whose elastic response was 
simulated in the plane-strain mode using Abaqus standard. The micro-
structures M comprised an elastic isotropic matrix with nD = 100 cir-
cular porosity defects D whose diameters were uniformly distributed in 
the range U(0.1 mm, 0.5 mm). Elasticity parameters corresponding to 
Al6061T6 alloy were used, i.e. Young’s Modulus E = 68.9 GPa, Pois-
son’s ratio ν = 0.35. The material was assigned a density ρ =

2700 Kgm− 3. The microstructures were discretized onto a square grid as 
M (x, y) featuring x, y resolution ̃0.06 mm/pixel which produced 101 ×

636 pixel2 2D microstructures as displayed in Fig. 1. The isotropic elastic 
matrix was assigned a value M (x, y) = 1 ∀ (x, y) ∕∈ D and defect zones 
D were assigned values M (x, y) = 0 ∀ (x, y) ∈ D . Tensile boundary 
conditions were imposed on the original (prior to discretization) spec-
imen microstructure M featuring edge displacement ux = 0.1 mm cor-
responding to global strain ∊xx̃0.003. The simulated response was 
quantified as strain field components ∊xx(x,y),∊yy(x,y), and ∊xy(x, y) that 
were extracted and discretized onto the same square grid as the micro-
structure M (x,y). Herein, zones within defects in these strain fields were 
assigned a value ∊xx(x,y) = 0,∊yy(x,y) = 0,∊xy(x,y) = 0 ∀ (x,y) ∈ D . In 
this manner, 1000 samples of microstuctures along with their strain field 
components were formed to assess the performance of the machine 
learning framework used in this work. 

Microstructures with porosity defects comprising different shapes 
were also synthesized to evaluate the performance of the machine 
learning framework in terms of effective feature learning. The micro-
structures with their defect shapes and respective configurations, e.g. 
number count and dimensions, are displayed in Fig. 2. Herein, the 
number count was selected in a manner such that the total area fraction 
occupied by these defects D within the gauge section was between 7%– 
9%. These shapes comprise several two-dimensional (2D) geometric 
features such as a curved edge, straight edge, concave surface, and sharp 
corner, which are present in myriad complex microstructures. In this 
regard, these shapes were selected to facilitate thorough analysis of 
strain fields for evaluating feature learning characteristics of the ma-
chine learning framework. Locations of these microstructure features 
within the gauge section of the respective tensile specimens were uni-
formly distributed. Their corresponding discretized microstructure M (x,
y) along with the corresponding strain fields ∊xx(x, y), ∊yy(x, y),∊xy(x, y)
also comprised inputs to the machine learning framework. 

The machine learning framework utilizes artificial neural networks, 

Fig. 3. Image Colorization Algorithm: Traditional and Current Approach.  
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specifically convolutional neural networks (CNNs) [31,51], wherein the 
inputs mentioned above are processed as images. The discretized 
microstructure M (x, y) are considered analogous to black and white 
images with the defect zones D represented by color ’black’ and the 
area highlighting the material in the respective microstructure M (x, y)
by color ’white’. The convolutional neural network implements the al-
gorithm of image colorization to predict strain fields ∊xx(x,y),∊yy(x,y), 
and ∊xy(x, y) from the black and white image representing the given 
microstructure M (x,y). 

2.2. Description of image colorization algorithm 

An image comprises 2D arrays with values denoting pixel intensity. 
Black and white images or greyscale images consist of a single 2D array 
with values within a certain range with the two extremities of the range 
denoting black and white color respectively. In comparison, a colored 
image is formed by three layers, viz. red-green-blue (RGB), where each 
layer is a 2D array consisting of values representing the pixel intensity of 
the respective colors. In this context, convolutional neural networks 
[31,51] designed with the aim of colorizing black and white images 
utilize the concept of supervised machine learning wherein three layers 
(RGB) are predicted from a single layer black and white image and 
consequent stacking of these three layers together forms the colored 
image. This work utilizes image colorization by considering a micro-
structure M (x, y) with porosity defects as a greyscale input image and 
predicts the three strain fields components ∊xx(x,y),∊yy(x,y), and ∊xy(x,
y) representing RGB output layers respectively, as illustrated in Fig. 3. 
Traditionally, an image colorization algorithm [28–30] functions by 
predicting colored version of a black and white image based on the 
weights stored in the hidden layers of the respective CNN developed, 
similar to a supervised machine learning implemented for basic 
regression models. Formulation of these weights in the CNN largely 
depends on the parameters defined during the development stage of the 
CNN. Appropriate selection and specification of the CNN parameters are 
highly crucial to achieve the prediction/output within a certain degree 
of accuracy. The parameters defined for the image colorization algo-
rithm are described in the forthcoming sections. 

CNN parameters such as input layer shape, kernel size, number of 
filters, padding, strides, activation function and optimizer were defined 
for the purpose of colorizing black and white microstructure images. 

Specifying the shape of the array describing the black and white image is 
vital since the shape will remain constant throughout the CNN. The 
kernel/filter size defines the dimension of the weight matrix in each 
layer of the CNN. The kernel/filter size should be set suitably to account 
for the shape, size and location characteristics of the features within an 
image, in this case, the defect with largest radius and the proximity or 
position of the defects relative to each other. The number of filters in 
each layer are selected with the purpose of capturing maximum detail 
within an image. Even though the features within an image are easily 
captured by the filters specified in each layer of the CNN, details of the 
image around its edges are relatively harder to capture. In such instance, 
padding function within a layer is defined to account for the features and 
details around the edges of the image. The padding parameter when set 
at ”same”, will maintain the dimensions of the images (101× 636 pixel2; 
in this case) throughout the CNN layers. Strides within a CNN are 
specified to provide the magnitude of the movement of the filters across 
an image such that each pixel within an image is properly accounted for, 
e.g. stride = (1, 1) will enable the filter to move 1 pixel in horizontal and 
vertical direction. The activation functions serve to calculate the weights 
for each filter within a CNN layer. Apt activation function must be 
specified in each layer to compute the values of the weights set within 
respective CNN layer through which the image is transferred to the 
subsequent CNN layer. Rectified Linear (ReLU) activation functions 
were utilized throughout the CNN, except for the final two layers where 
Hyperbolic Tangent (TanH) activation function was specified to provide 
appropriate pixel values in accordance to the actual strain values. The 
activation functions used in the architecture are illustrated in Fig. 4. 
Adam optimizer [52] was selected to train the CNN and reconfigure the 
weights in each layer such that the error between the predicted output 
and the actual output is minimized. Suitable number of epochs are to be 
defined to train the network such that the feature details of the images 
are well-captured. The computation time and accuracy of the predicted 
results of such CNN mainly depend on these parameters and the number 
of layers specified in the CNN for a given hardware. 

2.3. Implementation of image colorization for predicting strain fields 

Image colorization was implemented in the Python programming 
language on a computer with a 2-core 6th Gen Intel Core i7-6500U 
processor, GeForce 940M GPU and 8 GB RAM using open source 

Fig. 4. Activations Functions; ReLU and TanH.  

Fig. 5. Workflow.  
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machine learning frameworks: Keras (version 2.2.4) [53] and Tensor-
flow (version 1.13.1) [54]. The work flow illustrated in Fig. 5 involved: 
(i) sampling of microstructures using the python interface of Abaqus, (ii) 
numerical simulation of deformation using Abaqus standard, (iii) 
Compilation of discretized microstructure M (x, y) and strain field 
components ∊xx(x, y), ∊yy(x, y),∊xy(x, y) as input to the image coloriza-
tion module, (iv) updating of ML weights based on the Adam optimizer. 
Default parameters of this optimizer as listed in reference [52], viz. 
learning rate α = 0.001, exponential decay rates β1 = 0.9 and β2 =

0.999 were chosen. The accuracy of the CNN architecture was computed 
in terms of average coefficient of determination R2. A function that 
computes the coefficient of determination based on the predicted strain 
fields and corresponding actual strain fields was built using Python. The 

Keras library features a ‘backend’ function to perform low-level tensor 
manipulations such as computation of the sum of squares based on 
predicted and actual output values, which was used in this work for 
assessing the R2 value. Herein, the R2 value was obtained by comparing 
the predicted output and actual output, both represented by three strain 
field images (∊xx(x, y), ∊yy(x, y), ∊xy(x, y)) each. Several CNN architec-
tures with varying number of convolutional layers and corresponding 
parameters described in the previous section were evaluated in terms of 
prediction time and accuracy. Increase in the number of convolutional 
layers, filters sizes and number of filters resulted in increase in time 
required for training the corresponding CNN and subsequently increased 
the time required to predict strain fields. The CNN architecture dis-
played in Table 1. was ultimately selected. The selection of this archi-
tecture was based on a tradeoff between the processing power of 
computer used, time required to predict results and accuracy of the re-
sults obtained. 

Traditionally, a deep learning network, like the one used in this 
work, requires a considerable amount of data for training such that 
details in the respective datasets are captured and results are predicted 
with significant accuracy [55]. With this thought, the CNN was trained 
on 500 labeled samples for 100 iterations and tested on the rest 500 
labeled samples of the 1000 microstructure dataset. This facilitated 
assessment of the performance of the CNN in comparison with Abaqus 
(FEA software) in terms of prediction time with significant accuracy. It 
must be noted that the accuracy of predicted strain fields of the micro-
structures largely depends on the finalized weights set by the training 
dataset of microstructures, each having different defect layout and size. 
Thus, different microstructures with different shape and size of defects 
coupled with their locations within the specimen will result in different 
accuracies during prediction of strain fields by the machine learning 
framework. These results are described in the results section along with 
experimental analyses highlighting the consistency in the performance 
of the CNN as well as its efficacy in learning various geometric features. 

3. Results and discussion 

This section describes the results obtained by the CNN shown in 
Table 1 in predicting elastic strain fields under given boundary condi-
tions in microstructures with porous defects. The results are reported in 
three sub-sections, each exhibiting various benefits of this CNN. The first 
sub-section provides analysis of computation time and comparison of 
results between CNN and FEA. The second sub-section describes the 
effects of defect size and number on prediction times required by CNN 
and FEA. The third sub-section demonstrates the efficacy of CNNs in 
learning mechanistic aspects of various geometric shapes in the context 
of predicting their strain fields. 

Fig. 6. Comparison of strain field predictions by CNN and FEA; R2 value of CNN prediction: 95.77%.  

Table 1 
CNN architecture.  

Layer No. Layer Type Parameter Specifications 

0 Input Layer Shape (101× 636× 1)  
1 Conv. Layer Filters: 4; Kernel size (9,9); Padding:“same”;   

Activation: ReLU; Strides: (1,1) 
2 Conv. Layer Filters: 4; Kernel size (9,9); Padding: “same”,   

Activation: ReLU, Strides: (1,1) 
3 Conv. Layer Filters: 8; Kernel size (7,7); Padding: “same”,   

Activation: ReLU, Strides: (1,1) 
4 Conv. Layer Filters: 8; Kernel size (7,7); Padding: “same”,   

Activation: ReLU, Strides: (1,1) 
5 Conv. Layer Filters: 16; Kernel size (5,5); Padding: “same”,   

Activation: ReLU, Strides: (1,1) 
6 Conv. Layer Filters: 16; Kernel size (5,5); Padding: “same”,   

Activation: ReLU, Strides: (1,1) 
7 Conv. Layer Filters: 16; Kernel size (3,3); Padding: “same”,   

Activation: ReLU, Strides: (1,1) 
8 Conv. Layer Filters: 16; Kernel size (3,3); Padding: “same”,   

Activation: ReLU, Strides: (1,1) 
9 Conv. Layer Filters: 16; Kernel size (2,2); Padding: “same”,   

Activation: ReLU, Strides: (1,1) 
10 Conv. Layer Filters: 16; Kernel size (2,2); Padding: “same”,   

Activation: ReLU, Strides: (1,1) 
11 Up-Sampling Layer Size (1,1) 
12 Conv. Layer Filters: 16; Kernel size (2,2); Padding: “same”,   

Activation: ReLU, Strides: (1,1) 
13 Up-Sampling Layer Size (1,1) 
14 Conv. Layer Filters: 8; Kernel size (3,3); Padding: “same”,   

Activation: ReLU, Strides: (1,1) 
15 Up-Sampling Layer Size (1,1) 
16 Conv. Layer Filters: 4; Kernel size (7,7); Padding: “same”,   

Activation: TanH, Strides: (1,1) 
17 Up-Sampling Layer Size (1,1) 
18 Conv. Layer Filters: 3; Kernel size (9,9); Padding: “same”,   

Activation: TanH, Strides: (1,1)  

P.M. Khanolkar et al.                                                                                                                                                                                                                          



Computational Materials Science 186 (2021) 110068

6

3.1. Prediction time comparison: CNN vs. FEA 

The CNN trained on 500 samples of microstructures with circular 
porous defects (No. of defects: 100; radius of the defects: U(0.1 mm,

0.5 mm)) provided a mean R2 value 95.56% acquired from the 500 

training datasets, using the GPU of the hardware utilized for training. 
The strain fields, ∊xx(x, y), ∊yy(x, y), and ∊xy(x, y), of a microstructure 
from the test dataset predicted by CNN, are illustrated in Fig. 6, along 
with the strain fields obtained from Abaqus (FEA). The strain fields for 
this particular microstucture are predicted with R2 value of 95.77%, 

Fig. 9. Number of elements formed in the FEA software (Abaqus) for a given radii-range of pores within a microstructure.  

Fig. 7. Microstructures examples for Experiment 1 (left) and Experiment 2 (right).  

Fig. 8. Prediction time results obtained for Experiment 1 (left) and Experiment 2 (right).  
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using the CNN. 50 samples were selected randomly from the training 
dataset for prediction time comparison between the CNN and the orig-
inal Abaqus simulation. The Abaqus simulation time considered in this 
work comprises only the problem solving time, following the micro-
structure modeling and meshing stages. The mean computation time 
required for Abaqus was found to be 2.23 ± 0.0433 s, while the CNN 
predicted the results in 0.13 ± 0.0171 s. 

3.2. Experimental analyses: CNN vs. FEA 

In order to further assess the efficacy of CNNs, 2 one-factor experi-
ments were conducted to evaluate the performance of the CNN 
compared to Abaqus by varying the number and size of the porous de-
fects in the microstructures. In the first experiment, the size of the pores 
in a microstructure was randomly varied from 0.01 mm to 0.5 mm in 
increments of 0.05 mm, each range distributed uniformly, with the 
number of pores kept constant at 50. In the second experiment, the size 
range of the porosity defects was kept constant between U(0.1 mm,

0.3 mm) and the number of defects incremented from 20 till 200 in 
uniform increments of 20. Examples of the microstructures generated for 
these experiments are displayed in Fig. 7. The microstructure samples 
generated for these experiments were analyzed on the same CNN trained 
with microstructures having 100 circular pores of size range U(0.1 mm,

0.5 mm). 
The CNN was able to predict strain fields with mean coefficient of 

determination R2 values 95.26% and 94.11% for the first and second 
experiment, respectively. The results obtained through these experi-
ments are depicted in Fig. 8. These results suggest that the CNN requires 
around 0.1 s - 0.2 s of prediction time, which does not change signifi-
cantly with respect to radii and number of porosity defects. In contrast, 
prediction times exhibited by Abaqus are greatly influenced by radii and 
number of defects. These computation times were found to be positively 
correlated to the number of elements created during meshing as depic-
ted in Figs. 9 and 10. In the first experiment, increase in the radii of the 
pores resulted in the formation of coarser mesh i.e. fewer elements are 
created during the meshing stage in FEA as depicted via the blue bars in 
Fig. 9. The formation of coarser mesh occurs due to decrease in the 
curvature of pores coupled with decrease in proximity of neighboring 
pores due to increase in their radii. In the second experiment, increase in 
the number of pores analogously resulted in an increase in the number of 
elements as depicted in Fig. 10. These variations can affect FEA 
computation times, e.g. by increasing the size of the global stiffness 
matrix that would then take longer to invert. However, in case of CNN 
used in this work, the prediction times observed were roughly uniform 
and dependent only on its architecture and parameters that were set 
during the training stage, and on the dimensions of the input image 
(101× 636 pixel2) of the microstructure whose strain fields are to be 
predicted. 

Fig. 10. Number of elements formed in the FEA software (Abaqus) for given number of defects within a microstructure.  

Table 2 
Coefficient of Determination R2 Table for CNN Feature Learning Analysis.  
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3.3. Feature learning analysis of CNN 

Results described in the previous sub-section suggest that the CNN 
provides consistent and accurate predictions of strain fields in micro-
sructures that feature circular porosity defects. In order to examine the 
learning ability of the CNN in more complex scenarios, six datasets each 
with 550 microstructure samples were synthesized, wherein each 
dataset comprised defects with unique shapes shown in Fig. 2. The CNN 
with same architecture and parameters as shown in Table 1 was trained 
on 500 samples of each dataset for 100 iterations, one at a time, and 
tested on the remaining 50 samples of every dataset. The performance of 
the CNN predictions was assessed by evaluating the R2value in each 
case. Results from all six instances of training and testing the CNN are 
tabulated in Table 2 in terms of mean R2 value and variability repre-
sented by its standard deviation. Herein, the vertical column on the left 
refers to the dataset that was used for training and the horizontal rows 
refer to datasets on which that CNN was tested. 

From the diagonal in Table 2, it is apparent that the CNN trained on 
each of the six datasets can predict strain fields for microstructures with 
complex respective porosity shapes with significant accuracy R2 > 0.96. 
Further, it is observed from Table 2 that strain fields of microstructures 
in each of the six datasets are predicted with the CNN trained on ellip-
tical or peanut shape pores consistently with reasonable accuracy 
R2 > 0.91. Herein, the CNNs recognize the similarity in shape of ellip-
tical pores and peanut-shaped pores and thus provide similar R2̃0.97 
value for predictions on their respective datasets when trained on the 
other. In comparison, the strain fields of microstructures with crescent- 
shaped pores are predicted with relatively less accuracy R2 < 0.87, 
except the instance when tested with CNN trained on microstructures 
with crescent shaped pores itself. The reason for this behavior lies in the 
crescent pores’ sharp concave shape, which is generally absent in every 
other shape studied here except the peanut. Herein, the rectangle rep-
resents a sharp convex shape that is least similar to the crescent R2̃0.72 
in the context of strain fields predicted in the former by the CNN that 
was trained using the latter. In the same vein, predictions made on CNN 
trained with microstructures with rectangular pores yields results with 
minimum R2 = 0.88 for test dataset having microstructures with cres-
cent pores. 

In order to evaluate the overall consistency in predicting strain fields 
irrespective of shape of the defects, the CNN was trained on all of the 
aforementioned 3000 sample dataset. This trained CNN was tested on 
the 50 test samples from each of the six datasets and the results are 
illustrated in Table 3. It can be observed that the CNN trained using 
microstructures with different shapes of porous defects can predict 
strain fields with high accuracy R2 > 0.92 in all cases. The CNN pre-
diction of strain fields for one microstructure sample from each of the six 
datasets, along with its FEA counterpart is illustrated in Fig. 11. The 

ability of CNNs to capture details are evident from the results wherein 
the strain fields predictions of microstructures with porous defects are 
made with significant accuracy highlighting strain concentrations at 
appropriate locations, regardless of the defect-shapes. 

4. Conclusion and future work 

The following conclusions could be drawn from this work:  

1. A CNN based image colorization algorithm was tested as an approach 
to predict elastic strain fields in microstructures with porosity defects 
of various shapes when subject to a specified boundary condition. 
The CNN was trained by sampling instances of microstructures in the 
gage section of ASTME8 sized specimen and simulating their elastic 
deformation in the plane strain mode using the commercial FEA 
package Abaqus. For the same, microstructures were treated as gray 
scale images and their strain field components were treated as color 
components. It was seen that the image colorization algorithm is able 
to predict strain fields with high accuracy in a fraction of the time 
taken by FEA software. Reasons for faster speeds via CNN included 
deterministic processes, viz. CNN architecture and parameters that 
do not change as long as the size of the input raw image is main-
tained. Reasons for slower speeds in FEA calculations include its 
dependence on the size of the mesh. Finer microstructures were 
generally found to produce denser meshes comprising a larger 
number of elements over equivalent areas that resulted in slower 
albeit more accurate processing by FEA.  

2. Computational analyses was performed to evaluate the ability of the 
image colorization algorithms in learning features of various shapes 
with respect to prediction of strain fields under specified boundary 
conditions. The CNN based framework could successfully predict 
highly accurate R2 > 0.91 strain fields in microstructures, irre-
spective of the shape of defects. 

The strain fields predicted in this research pertain to microstructures 
with a specific material, having specific elastic properties and a uniform 
boundary condition. This limits the CNN to predict strain fields for mi-
crostructures with the aforementioned conditions. In addition to that, 
training the CNN takes considerable amount of time and power which 
depends on the hardware used for this purpose. Complications in CNN 
predictions may arise in instances where defect-shapes differ signifi-
cantly from those the CNN was trained on. For example, the effect of 
concavity in peanut-shaped defects is almost negligible since the geo-
metric aspect of concavity present in those shapes is considerably small 
compared to the overall shape of the defects; increase in such concave 
aspects of the defects may result in predictions that are less accurate 
those obtained by FEA software. Further, the current work can accu-
rately make strain field predictions for microstructures with only 
porosity defects. Structural analyses of microstructures with features 
such as inclusions of myriad sizes and material compositions can be 
possible by appropriate retraining of CNN and will be addressed in 
future work. 

5. Data availability 

All data generated for research in this article is available from the 
Mendeley open access data repositories [56–58]. 
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Table 3 
Coefficient of Determination R2 Table for CNN trained on M (x, y) with all 
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Fig. 11. Strain field predictions of the zones highlighted in microstructures with different defect shapes.  
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