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Introduction

● Named Entity Recognition (NER) 
involves identifying & categorizing 
key entities in a text

● NER is a fundamental task in NLP
● Resource poor language like 

Nepali, not much study has been 
done

4



Main Contributions

● Annotation Guideline
● Coverage: Five entities
● Benchmark Data Sets
● End-to-end NER model
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Related Work
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Related Work

● Bam and Shahi 2014
○ Used word features as well as gazetteers including person, organization, location, middle 

name, verb, designation and others
○ Not clear how the authors generated the training data set
○ Context information not taken into account while training the model

● Dey, Paul, and Purkayastha 2014
○ Used Hidden Markov Model with n -gram technique for extracting POS tags.
○ Does not describe how the training examples are obtained and used
○ Combined POS tag, proper noun and common nouns in  a gazetteer list as a look up table

● Singh, Padia, and Joshi 2019
○ Multiple neural models such as BiLSTM, BiLSTMCNN, BiLSTM CRF, and BiLSTM CNNCRF with 

different word embeddings
○ No annotation guideline and no human evaluation of the annotated corpus i.e. inter-rater 

agreement
○ Do not provide separate train and test data sets, making it harder for other NER systems to be 

evaluated and compared against. 7



Corpus Preparation
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Corpus Preparation

● News articles contains frequently used named entities

● 1,000 news articles from setopati.com

● Articles have different domains like: politics, sports, 
economics, art, society, literature
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Data Preparation

● Removed HTML tags

● Sentences typical end with ‘|’ and other punctuation 
marks ‘!’, ‘?’

● Marked named entities at character level using BRAT 
Annotation Tool (Stenetorp et al. 2012)
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Data Preparation

Figure 1: Character level annotation for Named Entities using BRAT tool
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Annotation Target and Process

● Person (PER), Location (LOC), Organization (ORG), Event 
(EVT), and Date (DAT)

● Created guidelines and annotated based on those guidelines

● Inter-rater agreement of 0.74 based on Cohen's Kappa 
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EverestNER Data Sets

● 28,281 sentences corresponding to 996 news articles to five 
annotation target were annotated

● Used 85-15 split procedure using random selection

● Four times more annotated sentences and twice as many 
entities as the previously available data sets in Nepali NER
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EverestNER Dataset 

Data Articles Sentences Tokens Avg. Sen. Len LOC ORG PER EVT DAT

Train 847 13,848 268,741 19.40 5,148 4,756 7,707 313 3,394

Test 149 1,950 39,612 20.31 809 715 1,115 59 572

Total 996 15,798 308,353 19.51 5,957 5,471 8,822 371 3,966

Table 1: EVERESTNER Data Set Statistics 14



Table 2 : Annotation guideline for EVERESTNER data set
15

Annotation Guidelines



Experiments

16



Methodology

Baseline Model
● Rule based model
● Makes a lookup dictionary to map an entity token span to its target label
● For prediction, finds the longest token span in input match exactly with a 

key in the lookup dictionary

BERT-based model
● Created BERT based NER model using NERDA library (Kjeldgaard and 

Nielsen 2021) called BERT-bbmu
● Uses bert-base-multilingual-uncased (Devlin et al. 2018b), a multilingual 

BERT model trained with Wikipedia data on 102 languages including 
Nepali
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Methodology

BLSTM-CRF Models

● Configured different BLSTM CRF model architectures 
using NCRF++ library (Yang and Zhang 2018)

● Generate word features using Word and Character 
embeddings as well as external rules 

● Library can take pre-trained Word and Character 
embeddings or can itself learn them during training
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Results

● Model evaluated based on precision, recall and F1-score
● Baseline system obtained F1-score of 0.62
● BLSTM-CRF model trained for 50 epochs with 0.015 

learning rate
● BERT-bbmu model trained for 10 epochs with 0.0001 

learning rate
● High performance by both BERT-bbmu and BLSTM-CRF
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Results

Model Precision Recall F1-score

Baseline 0.71 0.55 0.62

BLSTM-CRF-wc.ft 0.89 0.74 0.81

BERT-bbmu 0.87 0.84 0.85

Table 3: Models comparison using micro average scores. Notations: u=Uncased, w=Word, c=Character, 
ft=fastText
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Results

Table 4: Performance evaluation of the best performing model per named entities

 

Entities Precision Recall F1-score Support

PER 0.90 0.85 0.88 1115

LOC 0.85 0.80 0.82 809

ORG 0.85 0.83 0.84 715

EVT 0.46 0.42 0.44 59

DAT 0.91 0.91 0.91 572
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Conclusion
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Conclusion

● First systematic study of the Named Entity Recognition problem in 
Nepali

● Constructed the EverestNER data set, the first benchmark data set 
for building and evaluating NER systems for Nepali ( 
https://github.com/nowalab/everest-ner )

● Developed the end-to-end NER neural models for Nepali using 
BLSTM-CRF and BERT-based architectures

● To our knowledge, we are the first to experiment with the 
BERT-based models for NER in Nepali. 23
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Experimental Setup

BLSTM-CRF Model:

● 300 dimensional retrained fastText Word Embedding from 
NPVEC1 (Koirala and Niraula 2021)

● 4 CNN Layers
● Number of epochs: 50
● Learning rate: 0.015
● Batch size: 50
● Dropout: 0.5
● SGD Optimizer
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Experimental Setup

BERT-bbmu Model:

● Number of epochs: 10
● Batch size: 10
● Learning rate : 0.0001
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