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● Social Media like Twitter and Facebook allow users to express and 
share opinions  in any topics

● Tweets are useful to share views and opinions on trending topics 

● Analyzing and understanding tweets is important

● Tweets are rich with named entities like Person, Location, 
Organization



Introduction

● Named Entity Recognition (NER) involves 
identifying & categorizing key entities in a 
text

● NER is a fundamental task in NLP
● Resource poor language like Nepali, not 

much study has been done
● NER models developed for formal 

languages such as News articles do not 
perform well for tweets (Liu et al. 2011)
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Main Contributions

● Benchmark Data Sets

● End-to-end NER model for Nepali Tweets

● Detailed Error Analysis
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Related Work

● Bam and Shahi 2014
○ Used word features as well as gazetteers including person, 

organization, location, middle name, verb, designation and others
○ Entities covered: Person,Location, Organization

● Dey, Paul, and Purkayastha 2014
○ Used Hidden Markov Model with n -gram technique for extracting POS 

tags.
○ Combined POS tag, proper noun and common nouns in  a gazetteer list 

as a look up table
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Related Work

● Singh, Padia, and Joshi 2019
○ Multiple neural models such as BiLSTM, BiLSTMCNN, BiLSTM CRF, and 

BiLSTM CNNCRF with different word embeddings
○ No annotation guideline and no human evaluation of the annotated 

corpus i.e. inter-rater agreement
○ Entities Covered: Person, Location, Organization,Misc

● Niraula and Chapagain 2022
○ Detailed guideline to annotate entities and human evaluation of the 

annotated corpus
○ Benchmark datasets containing separate training and testing set
○ Entities covered: Person, Location, Organization, Event, Date
○ Transformer Model can have state-of-the-art performance in Nepali 
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Corpus Preparation

10



Data Preparation

● Used Tweepy to extract tweets ( query as  ‘lang:ne’)
● Twitter API has rate-limit, so we crawled data in multiple 

independent requests
● Removed HTML tags, https links, hashtags, emojis, mentions 
● Filtered tweets out with less than five tokens
● Corpus size: 85,418
● Marked named entities at character level using Label Studio 

(Tkachenko et al. 2020)
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Data Preparation

Figure 1: Character level annotation for Named Entities using Label Studio
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Annotation Target and Process

● Person (PER), Location (LOC), Organization (ORG), Event (EVT), and 
Date (DAT)

● Annotation Guidelines provided by Niraula et.al.(2022)

● Inter-rater agreement of 0.75 based on Cohen's Kappa 
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DanfeNER Data Sets

● 7,667 annotated tweets in Nepali Language with 4,966 entities in 
total

● Used 70-30 split procedure to create train and test data

● We tokenized text and provided labels per token 
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DanfeNER Dataset 

Data No. 
Tweets

Tokens Avg. Len LOC ORG PER EVT DAT Total 
Entities

Train 5,366 92,425 17.22 923 782 1,061 34 663 3,463

Test 2,301 39,133 17.00 389 356 444 28 286 1,503

Total 7,667 131,558    17.11 1,312 1,138 1,505 62 949 4,966

Table 1: DanfeNER Data Set Statistics 15



Table 2 : Annotation guideline for EVERESTNER data set
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Methodology

● Transformers have shown state-of-the-art performance in Nepali 
NER tasks

● Monolingual Nepali transformer models are trained from scratch 
using Nepali text while multilingual models are trained to combine 
other languages

● Five different transformers based models:
○ Npvec1-BERT ( baseline)
○ NepaliBERT
○ NepBERT
○ DB-BERT
○ BERT-bbmu
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Methodology
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Notation Model Hugging Face 
Model ID

Tokenizer Vocab Train Data Params

NPVec1-BERT BERT nowalab/nepali-bert-
npvec1

WP 30,000 Wiki, OSCAR, 
news

22.5M

NepaliBERT BERT Rajan/NepaliBERT WP 50,000 LSNC, OSCAR 82M

NepBERT RoBERTa amitness/nepbert BBPE 52,000 CC-100 83.5M

DB-BERT DistilBERT Sakonii/distilbert-bas
e-nepali

SP 24,581 OSCAR, 
CC-100, Wiki

67M

BERT-bbmu mBERT bert-base-multilingu
al-uncased

WP 105,879 Wiki, 102 
languages

110M



Experiments

● Model evaluated based on precision, recall and F1-score
● All models were trained: 10 epochs, learning rate = 0.0001, batch 

size = 10
● Baseline system obtained F1-score of 0.63
● DB-BERT performed best with F1-score of 0.80
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Model Comparison

Model Precision Recall F1-score

NPVec1-BERT 0.63 0.62 0.63

NepaliBERT 0.72 0.69 0.70

NepBERT 0.71 0.69 0.70

DB-BERT 0.80 0.80 0.80

BERT-bbmu 0.76 0.74 0.75

Table 3: Models comparison using micro averaged F1-score 
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Best Performing Model Per Named Entities

Table 4: Performance evaluation of the best performing model per named entities

 

Entities Precision Recall F1-score Support

PER 0.81 0.77 0.79 444

LOC 0.83 0.86 0.84 389

ORG 0.79 0.79 0.79 356

EVT 0.53 0.29 0.37 28

DAT 0.78 0.84 0.81 286
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Applying News NER model on Tweets
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Train Data Precision Recall F1-score

EverestNER-Train 0.66 0.76 0.71

DanfeNER-Train 0.80 0.78 0.79

DanfeNER-Train + 
EverestNER-Train

0.78 0.83 0.80

Table 5: DB-BERT performance in different training datasets

tweets

news & tweet

news



Conclusion
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Conclusion

● Systematic study of the Named Entity Recognition problem in 
Nepali Tweets

● Constructed the DanfeNER data set, the first benchmark data set 
for building and evaluating NER systems for Nepali ( 
https://github.com/nowalab/DanfeNER )

● Developed the end-to-end NER neural models for Nepali tweets 
BERT-based architectures

● NER for News does not perform well on Nepali Tweets
● Future work includes:  discovering NE in romanized tweets, 

handling code-switching
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