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Abstract

Large Language Models (LLMs) are showing emerging abilities, and one of the latest recognized ones deals with
their ability to reason and answer questions from tabular data. Although there are some available datasets to
assess question answering systems on tabular data, they are not large and diverse enough to properly assess the
capabilities of LLMs. To this end, we propose DataBench, a benchmark composed of 65 real-world datasets over
several domains, including 20 human-generated questions per dataset, totaling 1300 questions and answers overall.
Using this benchmark, we perform a large-scale empirical comparison of several open and closed source models,
including both code-generating and in-context learning models. The results highlight the current gap between
open-source and closed-source models, with all types of model having room for improvement even in simple boolean
questions or involving a single column.

Keywords: question answering, tabular data, llms, benchmark

1. Introduction

The advent of the era of large language models
(LLMs) has revolutionized the research on natural
language processing (NLP), especially since their
scaling up as zero- and few-shot learners (Radford
et al., 2019; Brown et al., 2020). This capacity of
learning without the need to follow the standard
machine learning training workflow enables the us-
age of task-agnostic architectures to resolve a wide
range of tasks such as sentiment analysis (Deng
et al., 2023; Zhang et al., 2023c), machine transla-
tion (Jiao et al., 2023) or text summarisation (Zhang
et al., 2023b), to name a few. This growth has
been possible partially by the continuous release
of general-purpose LLMs (Yang et al., 2023) and
the discovery of emergent abilities of LLMs (Wei
et al., 2022). However, this incessant flux of models
has not been accompanied by the release of high-
quality and large-scale benchmarks for evaluating
and comparing specific capacities of LLMs.

Question answering (QA) is a longstanding NLP
task focused on retrieving the most adequate an-
swer for a question on unstructured or plain text
documents (Voorhees, 2001). On the other hand,
structured data encompasses a great bunch of
knowledge whose query which has traditionally
been linked to a programmatic access by SQL or
SPARK queries. However, these languages make
rigid assumptions about the structured data orga-
nized in tables and are not able to understand the
semantics of the textual fields. Likewise, they do
not allow to make questions in natural language.

Because of this, question answering in non-
database tables, structured or tabular data has

attracted the interest of the research community
(Pasupat and Liang, 2015a; Aly et al., 2021; Nan
et al., 2022), especially to leverage language mod-
els to generate appropriate queries from natural
language questions (Herzig et al., 2020; Liu et al.,
2022). Recently, tabular question answering has
been shown as an emergent ability of LLMs (Chen,
2023). This new capacity, along with the public
reliance on these models, highlight the need for a
wide benchmark to reliably assess the performance
of LLMs.

In this paper, we present DataBench, a large
benchmark for the task of tabular question answer-
ing on structured or tabular data. We propose
DataBench with the aim of providing a benchmark
to evaluate and compare LLMs as tabular reason-
ers, but flexible to compare any other type of ques-
tion answering model. Accordingly, DataBench is
composed of 65 datasets from different domains,
widely different numbers of rows and columns and
heterogeneous data types. Moreover, DataBench
has 20 hand-made questions per dataset, with a
total number of 1300 questions. Questions are
further split in different types depending on the
type of answer (i.e., true/false, categories from the
dataset, numbers or lists), and each question is
accompanied by their corresponding gold standard
answer. Finally, we use DataBench to evaluate the
last-generation of LLMs over tabular data, includ-
ing code-generating models. The results show that
current models are still not fully reliable to be used
on tabular data, and there is significant room for
improvement for all types of question and domain.



2. Related Work

2.1. Table question answering
Table question answering or question answering
on tabular data is a spin-off task of QA, which aims
to provide answers to natural language questions
from data in tables (Jin et al., 2022). Given the di-
versity of the structure of tables, there are different
approaches to retrieve the answer. One of those
approaches is to transform the question by a se-
mantic parsing strategy to a formal language as
SQL or formal representation, in order to retrieve
the data from a database, HTML pages or other
kind of tables that also need to be processed (Pa-
supat and Liang, 2015a; Zhong et al., 2017; Nan
et al., 2022). The tables may be surrounded by
text, which implies to first identify the table, and
them to extract the answer from the table. In this
situation, there are works that extract the answer
(Eisenschlos et al., 2021) and others that generate
the answer (Chen et al., 2021b). Open QA is a
related QA task that processes large amount of
knowledge bases to answer factoid questions in-
stead of only processing documents (Zhang et al.,
2023a). We also find Open QA systems in tabular
data, which have the ability of processing tabular
data in the span of text relevant to the user question
(Chen et al., 2020; Herzig et al., 2021; Ma et al.,
2022).

2.2. Evaluation
The evaluation of language models has been an
ongoing research endeavor in the community. This
started with initial dataset unification initiatives such
as GLUE (Wang et al., 2018) and SuperGLUE
(Wang et al., 2019), which integrated a suite of het-
erogenous NLP datasets into a single benchmark.
These benchmarks soon began to be saturated
and solved by newer language models (Yang et al.,
2019). Moreover, the tasks were limited in which
the capabilities of current LMs are concerned. Be-
cause of these, newer benchmarks such as MMMU
(Hendrycks et al., 2021) and BIG-Bench (Srivas-
tava et al., 2022) have emerged. However, none of
the tasks deal with the tabular reasoning ability of
LLMs.

The evaluation of tabular QA systems is starred
by Wikipedia-based datasets (Pasupat and Liang,
2015a; Zhong et al., 2017; Nan et al., 2022) and
domain specific datasets as the financial domain
(Zhu et al., 2021; Chen et al., 2021b). Addition-
ally, there are some multi or open domain, nonethe-
less grounded in Wikipedia documents (Chen et al.,
2020; Herzig et al., 2021). Currently, the efforts
are focusing on making datasets for hard ques-
tions that require complex reasoning over tables, as
the OpenWikiTables dataset (Kweon et al., 2023).

Unlike previous efforts focusing on Wikipedia and
domain-specific benchmarks, in this paper we put
forward a diverse benchmark composed of a large
set of datasets from different domains.

2.3. Limitations of Wikipedia-based
Benchmarks

Given that most datasets represent Wikipedia ta-
bles, in this section we explain the main limitations
of benchmark from this domain. For example, Open
Wikitables (Kweon et al., 2023) is a representa-
tive of a Wikipedia-based benchmark composed
of 2000 tables that is currently used to assess the
performance of QA systems over tabular data.

Type of data Wikipedia tables consist essentially
of numbers, categories and very short texts, but are
severely lacking in other types that are common in
today’s real-world datasets. Some of these types
that are entirely absent from Wikipedia’s evaluation
set include booleans, lists of numbers and lists of
urls, and others such as urls only appear 5 times
in the Open Wikitables test set.

Cleanliness Wikipedia tables do not usually con-
tain nulls and are well formatted (Pasupat and
Liang, 2015a), as opposed to real-world datasets.

Size Some real-world datasets span millions of
rows, as opposed to a maximum of hundreds gen-
erally found in Wikipedia tables, and potentially
thousands of columns. For reference, the evalua-
tion set of Open WikiTables has an average of 6
columns and 18 rows per table (Kweon et al., 2023),
consisting of a total of 41,028 rows of data.

3. DataBench: QA Benchmark over
Tabular Data

In this section, we present DataBench, a bench-
mark aiming to provide a realistic and diverse test-
ing ground for question answering models over
tabular data in the form of structured CSV-style
files across rows and columns. DataBench is pub-
licly available at https://huggingface.co/
datasets/cardiffnlp/databench. A simpli-
fied overview of the task is shown in Figure 1.

3.1. Data Collection
First, we collected a wide variety of tabular datasets
in English across various domains. We have com-
piled 65 publicly available datasets, which are sum-
marized in Table 1 and Table 2. This corpus repre-

https://huggingface.co/datasets/cardiffnlp/databench
https://huggingface.co/datasets/cardiffnlp/databench


Figure 1: A question asked over a given dataset.

sents different types of data belonging to various
domains.

To collect these datasets, we have partnered with
Graphext, a data analytics company that gathers
a collection of some of the most common public
dataset types and analyses. These come from a va-
riety of sources, and all of the information contained
within is publicly available and with a compliant li-
cense. Table 3 contains a list of all datasets and
their corresponding sources, including the individ-
ual number of rows and columns. All datasets are
included in their original form. Some datasets may
contain some degree of noise or redundancy, but
we have decided to leave them as they are so as to
test models in real-world settings in which datasets
may not be perfectly cleaned.

Domain taxonomy Table 1 shows the number
of datasets per domain, including the total num-
ber of rows and columns. We have categorized
all the datasets in the following five domains: (1)
Health public data related to diseases and health
metrics; (2) Business data regarding money, trans-
actions and finance related to different industries;
(3) Social Networks and Surveys including X (for-
merly Twitter), surveys and similar; (4) Sports and
Entertainment data for players, competitions and
culturally relevant data; (5) Travel and Locations
data related to travel locations, hotels or vacation
rental properties.

Column types In an effort to map the stage for
later analysis, we have categorized the columns
by type. This information allows us to segment
different kinds of data so that we can subsequently
analyze the model’s behavior on each column type
separately. Table 2 lists all the data types assigned
to each column, as well as the number of columns
for each type. The most common data types are
numbers and categories with 1336 columns of the
total of 1615 included in DataBench (see Table 1).
These are followed by some other more rare types
as urls, booleans, dates or lists of elements.

Domain Datasets Rows Columns
Business 26 1,156,538 534
Health 7 98,032 123
Social 16 1,189,476 508
Sports 6 398,778 177
Travel 10 427,151 273
Total 65 3,269,975 1615

Table 1: DataBench domain taxonomy.

Type Columns Example
number 788 55
category 548 apple
date 50 1970-01-01
text 46 A red fox ran...
url 31 google.com
boolean 18 True
list[number] 14 [1,2,3]
list[category] 112 [apple, orange, banana]
list[url] 8 [google.com, apple.com]

Table 2: Column types present in DataBench.

Simplified benchmark We have compiled a re-
duced version of each dataset to evaluate mod-
els that cannot process large datasets. The first
version is the original DataBench benchmark de-
scribed above, while the second one represents a
smaller sample with the first 20 rows and will be
called DataBench_lite.

3.2. Questions and Answers
Generation Process. We have produced a num-
ber of 20 hand-made questions per dataset, total-
ing 1300 questions. To generate the questions, we
leveraged the partnership with Graphext in order to
get an insight into some of the questions that are of-
ten asked while working with these datasets. This
provided a basis of the main core of the questions,
which we have then curated and expanded to com-
plete the questions for all the desired answer types
(see QA Types). This question expansion was done
manually, generating the answers either assisted
by the company’s visual user interface or code to
answer some of the most complex questions. As
we mentioned in Section 3.1, we provided two ver-
sions for each dataset, one full and one reduced
(DataBench_lite). Therefore, we also provided two
answers for each question of each dataset’s ver-
sion.
QA Types. We have generated Question-Answer
(QA) pairs of five different types: boolean, cate-
gory, number, list[category] and list[number].1 This

1Note: types of columns (Table 2) are different from
QA types (Table 4). The first refers to the data type
contained within the column while the second deals with
the answer format expected of a given question.



Name Rows Cols Domain Source (Reference)
1 Forbes 2668 17 Business Forbes (Forbes, 2022)
2 Titanic 887 8 Travel and Locations Kaggle (Kaggle, 2021)
3 Love 373 35 Social Networks and Surveys Graphext (Graphext, 2023a)
4 Taxi 100000 20 Travel and Locations Kaggle (Risdal, 2017)
5 NYC Calls 100000 46 Business City of New York (York, 2022)
6 London Airbnbs 75241 74 Travel and Locations Kaggle (air, 2023)
7 Fifa 14620 59 Sports and Entertainment Kaggle (fif, 2023)
8 Tornados 67558 14 Health Kaggle (us, 2023)
9 Central Park 56245 6 Travel and Locations Kaggle (nyc, 2022)

10 ECommerce Reviews 23486 10 Business Kaggle (Agarap, 2018)
11 SF Police 713107 35 Social Networks and Surveys US Gov (pol, 2018)
12 Heart Failure 918 12 Health Kaggle (ML, 2021)
13 Roller Coasters 1087 56 Sports and Entertainment Kaggle (Mulla, 2021)
14 Airbnb Madrid 20776 75 Travel and Locations Inside Airbnb (Airbnb, Dec, 2022)
15 Food Names Embeddings 906 4 Business Data World (Alexandra, 2018)
16 Holiday Package Sales 4888 20 Travel and Locations Kaggle (Achary, 2021)
17 Hacker News 9429 20 Social Networks and Surveys Kaggle (News, 2017)
18 Staff Satisfaction 14999 11 Business Kaggle (Kaggle, 2023b)
19 Aircraft Accidents 23519 23 Health Kaggle (avi, 2022)
20 Real Estate Madrid 26026 59 Business Idealista (ide, 2023)
21 Telco Customer Churn 7043 21 Business Kaggle (Jas, 2022)
22 Airbnbs Listings NY 37012 33 Travel and Locations Kaggle (air, 2023)
23 Madrid Climate 36858 26 Travel and Locations AEMET (AEMET, 2020)
24 Salary Survey Spain 2018 216726 29 Business INE (INE, 2018)
25 Data Driven SEO 62 5 Business Graphext (Graphext, 2021b)
26 Predicting Wine Quality 1599 12 Business Kaggle (Cortez and Reis, 2009)
27 Supermarket Sales 1000 17 Business Kaggle (Kaggle, 2023e)
28 Predict Diabetes 768 9 Health Kaggle (of Vanderbilt, 2019)
29 NYTimes World In 2021 52588 5 Travel and Locations New York Times(Times, 2021)
30 Professionals Kaggle Survey 19169 64 Business Kaggle (Kaggle, 2023d)
31 TrustPilot Reviews 8020 6 Business TrustPilot (Graphext)
32 Delicatessen Customers 2240 29 Business Kaggle (Saldanha, 2020)
33 Employee Attrition 14999 11 Business Kaggle (PavanKalyan, 2021)
34 World Happiness Report 2020 153 20 Social Networks and Surveys World Happiness(WH, 2020)
35 Billboard Lyrics 5100 6 Sports and Entertainment Brown University (of Brown, 2017)
36 US Migrations 2012-2016 288300 9 Social Networks and Surveys US Census(cen, 2016)
37 Ted Talks 4005 19 Social Networks and Surveys Kaggle (Jangra, 2021)
38 Stroke Likelihood 5110 12 Health Kaggle (Pytlak, 2023)
39 Happy Moments 100535 11 Social Networks and Surveys Kaggle (Labs, 2017)
40 Speed Dating 8378 123 Social Networks and Surveys Kaggle (of Columbia, 2009)
41 Airline Mentions X 14640 15 Social Networks and Surveys X (Graphext, 2021a)
42 Predict Student Performance 395 33 Business Kaggle (Impapan, 2023)
43 Loan Defaults 83656 20 Business SBA (Administration, 2021)
44 IMDb Movies 85855 22 Sports and Entertainment Kaggle (Kaggle, 2023c)
45 Spotify Songs 21000 19 Sports and Entertainment Spotify (Tomigelo, 2023)
46 120 Years Olympics 271116 15 Sports and Entertainment Kaggle (Heesoo37, 2023)
47 Bank Customer Churn 7088 15 Business Kaggle (Kaggle, 2023a)
48 Data Science Salary Data 742 28 Business Kaggle (Ruchi798, 2023)
49 Boris Johnson UK PM Tweets 3220 34 Social Networks and Surveys X (Graphext, 2022a)
50 ING 2019 X Mentions 7244 22 Social Networks and Surveys X (Graphext, 2019)
51 Pokemon Feature Correlation 1072 13 Business Kaggle (Banik, 2023)
52 Professional Map 1227 12 Business Kern et al. (2019)
53 Google Patents 9999 20 Business BigQuery (Google, 2021)
54 Joe Biden Tweets 491 34 Social Networks and Surveys X (Graphext, 2022b)
55 German Loans 1000 18 Business Kaggle (ML, 2016)
56 Emoji Diet 58 35 Health Kaggle (kag, 2021)
57 Spain Survey 2015 20000 45 Social Networks and Surveys CIS (CIS, 2015)
58 US Polls 2020 3523 52 Social Networks and Surveys Brandwatch (Brandwatch, 2021)
59 Second Hand Cars 50000 21 Business DataMarket (dat, 2021)
60 Bakery Purchases 20507 5 Business Kaggle (García, 2020)
61 Disneyland Customer Reviews 42656 6 Travel and Locations Kaggle (Chillar, 2023)
62 Trump Tweets 15039 20 Social Networks and Surveys X (Graphext, 2020a)
63 Influencers 1039 14 Social Networks and Surveys X (Graphext, 2020b)
64 Clustering Zoo Animals 101 18 Health Kaggle (Daberger, 2023)
65 RFM Analysis 541909 8 Business UCI ML (ML, 2015)

Table 3: The 65 datasets included in DataBench with their number of rows and columns, as well as their
domain and source reference.

Question Answer Type Columns Used Column Types
Is Lil Llama the oldest passenger? false boolean Name, Age category, number
What’s the class of the oldest passenger? first category Name, Age category, number
What’s the lowest fare paid? 10.2 number Fare number
Who are the passengers under 30? [Lil Lama, Cody Lama] list[category] Name, Age category, number
What are the fares paid by passengers under 30? [30.25, 10.2] list[number] Age, Fare number, category

Table 4: Types of Question-Answer pairs present in our benchmark

categorization of QA pairs in different types of an-
swer has the aim of making it simpler to diagnose

and evaluate a model’s performance. In total we
have generated 4 hand-made questions for each
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Figure 2: An overview of the two types of prompt included in the evaluation.

of the five types per dataset, with a total of 260
questions per type in DataBench. We have also
tagged each question with the number of columns
used to answer it, as well as the types of those
columns. For example, in Table 4, to answer the
question Is Lil LLama the oldest passenger? we
need the information contained within the Age and
Name (of types category and number respectively)
columns, with a boolean answer. Examples for
question and answers for the five different types,
including the column required to answer the ques-
tions and number of questions and answers per
type can be found in Table 4. This information is
then used in our analysis (see Section 6).

Note that the only type of answer that has a pre-
defined set of valid answers is the boolean type,
namely true or false. The answers to the other
types are essentially either statistics computed from
the dataset or values found within the dataset. This
in turn ensures that if the question is not ambiguous,
it is guaranteed to have a factoid answer that we
can easily validate against.

4. Experimental Setting

To test LLMs on our proposed benchmark, we
present the following experimental setting.

4.1. Comparison models
Given the dependency of the performance of LLMs
to how prompts query them, we propose two differ-
ent kind of prompts to evaluate the tabular reason-
ing capacity of LLMs with DataBench.

The two prompts differ in the information given

to the LLMs, and the definition of the format of the
answer. In the following sections we present the
details of each of the prompts, which we refer to
as “In-Context” (Section 4.1.1) and “Code-based”
(Section 4.1.2). Figure 2 provides an overview of
the two approaches, which are further detailed in
the following.

4.1.1. Zero-shot In-Context Learning

In Zero-shot In-Context Learning (Z-ICL), models
are provided with the description of the task and
data in the same prompt. In this case, we present
the dataset in the form of a Comma Separated
Values (CSV) format, which is one of the most com-
mon file formats used to store tabular data. We use
markdown notation to signal the model that this is
a CSV-formatted dataset we are using, and that’s
all the context it gets to then provide us with an
answer.

We then request the model to structure the re-
sponse around a JSON object with two or three
keys. In the case of requesting two keys (Z-ICL
Prompt 1), we request the actual answer and the
columns that the model claims to have used to
answer the question. We also add an alternative
second prompt (Z-ICL Prompt 2) asking for a third
field containing for an explanation of the answer
given. The main advantage is that is given all avail-
able information about the dataset, at the cost of
being less scalable as it is being limited by the win-
dow size. In the following we present the prompt
provided for the model.

The decision to require the model to output a
JSON file was motivated by suboptimal early results



that we got trying to automatically validate some
plain text-based answers. These early experiment
results have been included in Table 5 under Z-ICL
Plain Text.

Models For the In-Context learning models, we
compare both open- and closed-source models.
As open model we include llama-2-chat in its 7B
and 13B versions (Touvron et al., 2023b). We
also include ChatGPT, a closed model, in particular
chatgpt3.5-turbo-0613 (Brown et al., 2020), in its
August 28th, 2023 version. In this case, no further
information has been given to chatgpt in order to an-
swer the prompt. Note that for the open models we
added the INST token delimiters as recommended
in Touvron et al. (2023b).

Zero Shot In-Context Learning (Z-ICL)
Prompt 2. Z-ICL Prompt 1 is similar but
excludes the explanation.

You are an assistant tasked with answer-
ing the questions asked of a given CSV in
JSON format. You must answer in a single
JSON with three fields:
* "answer": answer using information from
the provided CSV only.
* "columns_used": list of columns from the
CSV used to get the answer.
* "explanation": A short explanation on why
you gave that answer.
Requirements:
* Only respond with the JSON.
In the following CSV
“‘csv
passenger,wealth($)
value1,value2.
“‘
USER: What is the name of the richest pas-
senger?
ASSISTANT: {"answer:̈

4.1.2. Code-based

The prompts provided in the previous section have
the drawback of requesting a specific format for the
answers, which can be challenging for certain types
with our particular approach, especially lists. This
shortcoming may be overcome by using a more
formal language as a bridge between the user and
the model, usually a programming language. The
model will generate a chunk of code, which the user
can follow if they are technical enough, and also
will be easier to ask for the desired format of the
answer, since we are not dealing with the verbosity
of natural language. The potential limitation of this
approach, however, is that it needs a third actor, in
our case a Python interpreter, to extract the actual

answer, which may not be inherent to all LLMs.
In particular, the prompt includes a chunk of code

in Python, and the header of a function with one
extra line, which then the model is trained to com-
plete by generating the last code line. The prompt
provides the format the model will receive the data
in, a pandas dataframe, as well as the names of the
columns, but not the whole dataset. Another advan-
tage of this is the ability to scale this approach to
larger datasets that might not fit in a prompt, since
we are not including the whole dataset in a prompt,
which may limite LLMs with a short context win-
dow. Moreover, by using a formal language such
as Python that we understand, the black-box nature
of LLMs is mitigated to a certain extent, as we can
then easily analyse the type of coding errors, as
we will see in Section 6.3.

The prompt provided encapsulates the minimal
dataset information needed to answer the question,
as well as the question to be answered (we will
call this prompt Code Prompt 1). As an alternative,
we also include a version that contains additional
typing information of the columns included in the
dataset (Code Prompt 2). In particular, we will be
using pandas’ basic dtypes without further prompt
engineering. Listing 1 shows the actual prompts
given as input to the models.

In both cases, for code completion we also import
the external libraries that the model will be allowed
to use, and include them in the prompt. In our case,
these libraries are pandas and numpy.

import pandas as pd
import numpy as np

def answer (df) -> bool :
’’’ The df dtypes are :
{

’Age ’: dtype (’ int8 ’),
’Name ’: dtype (’O ’),
’Class ’: dtype (’O ’),
’Fare ’: dtype (’ float16 ’)

}
Returns : Is the oldest

passenger Old Bertie ?
’’’
df. columns =[ ’Name ’, ’Age ’,

’Class ’, ’Fare ’]

Listing 1: Code Prompt 2. Code Prompt 1 is similar
but excludes the dtypes.

Models As open models we include the smaller
versions of CodeLLaMa (Rozière et al., 2023), with
7B and 13B parameters. These are versions of
LLaMa 2 (Touvron et al., 2023b) trained to handle
a variety of tasks involving code. As in the previ-
ous case, we also include ChatGPT. In the case



of ChatGPT, given its more generalist nature, an
additional prefix has been added to each prompt
simply stating that the task is to complete the an-
swer function. The rest of the prompt remains the
same in both cases.

4.2. Data and Evaluation
Hardware and Model Versions For this experi-
ment we have run the 4-bit quantized versions of
the LLaMa models on consumer hardware, a 16
GB M2 2022 Macbook Air using llama.cpp’s Metal
optimization to run on CPU with GPU acceleration
(Gerganov, 2023). We have also relied on Ope-
nAI’s API for the gpt3.5 evaluation.

Data In order to be able to compare the models
described in Section 4.1, the data needs to fit within
the prompt for the models where all the data is
given to the model. Because of this, our evaluation
focuses on the reduced version of DataBench (i.e.,
DataBench_lite – see Section 3.1).

Type Suffixes We have also added a type suffix
to each prompt explaining the desired format to
the model for each type of question. For example,
for boolean questions, we prompted the model to
Answer true or false while for the categories we in-
clude Answer with a category present in the dataset
or Answer with a single number for number-based
questions. In the case of the Z-ICL JSON prompts,
these formats were asked to be applied to the an-
swer field within the JSON.

Relaxed evaluation One of the problems with
LLMs is that the answers often do not follow a pre-
dictable formatting pattern. Because of this, we
have relaxed the conditions for a match to allow
for small format drifts to still be considered as a
correct answer. For example, if a model answers
"true," or "True." or "Yes" they will all be considered
to be valid answer for a boolean question that is
supposed to be true. This has a smaller effect for
the Code-based models. For lists, we have not
accounted for order of the elements when compar-
ing to the ground truth, which in some cases may
be relevant. Despite their simplicity, these mea-
sures based on the type of answer have enabled a
high enough level of automation so that the results
can be evaluated without human intervention. This
can help scale up the evaluation process to more
datasets and questions.

Evaluation metric For the evaluation we focus
on accuracy and further split by question types and
other factors. We can see in Appendix A the full
accuracy splits by domain and types of questions.

Format Errors In addition to accuracy, we also
provide the percentage of format errors given by
each model between parentheses. This format er-
ror comes from the inherently open nature of most
modern LLMs, whose output may potentially be any
text token. In our prompts, we ask the model to
answer in the form of an object with some required
attributes or some snippet of executable python
code. In the case the JSON object returned cannot
be successfully parsed as the specified response,
due to for example missing braces or incorrect at-
tributes, we mark it as a format error. We do the
same for code-based prompts, if the code returned
cannot be compiled and executed successfully with-
out errors. By providing this metric we hope to en-
capsulate the dual nature of the task required of
the models. First, models need to answer in a rec-
ognizable format, which is essential in order to mix
the process with other automated processes that
may feed off of their outputs. Then, models need
answer correctly given a specific question. For the
exact information on the code used to perform this
parsing please refer to the repository of our dataset.

5. Experimental Results

In this section, we present the main experimental
results of LLMs on DataBench. Table 5 shows the
accuracy results split by question type, including
the percentage of answers generated by the mod-
els that have an incorrect output format according
to our evaluation script (see Section 4.2). This num-
ber is relevant because it allows us to check the
capability of LLMs to follow the instructions, as well
as isolating the failures of format that the model
makes from the cases where the format is correct
but the answer is nonetheless wrong.

In general, chatgpt3.5 achieves the best over-
all results, with accuracy numbers over 50% in all
types of question, and 63% using the code-based
functionality and the first prompt. These results
clearly outperform the best open models, in this
case codellama-13b with a 33.1% using the second
prompt. While these chatgpt3.5 results highlight
the progress of LLMs in this task, there is clear
room for improvement, especially when it comes to
open models. In the following section, we perform
a more in-depth analysis of the results.

6. Analysis

In order to fully understand the quantitative results,
we analyse them from four different perspectives.

6.1. Type of Prompt
When comparing code-based and Z-ICL prompts
(see Table 5), the former prove more competitive



prompt,model avg boolean category number list[category] list[number] single col multiple cols
Code Prompt 1
codellama-7b 27.4 45.8 (37.8) 16.8 (63.0) 43.3 (36.8) 14.2 (41.0) 17.2 (32.4) 33.8 (39.2) 18.5 (46.5)
codellama-13b 31.0 53.4 (29.8) 25.2 (62.6) 46.7 (32.2) 18.8 (44.4) 11.1 (40.1) 37.2 (36.0) 22.3 (50.0)
chatgpt3.5 63.0 52.7 (6.1) 73.3 (12.6) 75.9 (8.0) 56.7 (6.9) 56.5 (11.1) 67.0 (7.6) 57.4 (10.9)
Code Prompt 2
codellama-7b 30.3 45.0 (38.9) 23.3 (55.7) 49.8 (32.2) 16.5 (34.9) 16.8 (36.3) 37.3 (35.4) 20.3 (45.6)
codellama-13b 33.1 54.6 (25.2) 27.1 (58.0) 50.6 (32.6) 16.9 (38.7) 16.4 (34.0) 38.9 (33.3) 24.9 (43.9)
chatgpt3.5 55.7 46.6 (14.5) 64.5 (21.4) 74.3 (14.6) 47.1 (22.6) 45.8 (26.7) 62.9 (13.2) 45.4 (29.5)
Z-ICL Prompt 1
llama-2-7b 14.4 38.0 (13.2) 19.4 (17.1) 10.5 (14.8) 3.1 (34.6) 0.8 (23.6) 16.2 (19.6) 11.8 (22.1)
llama-2–13b 19.3 56.6 (14.0) 21.7 (27.1) 13.6 (14.4) 3.9 (54.5) 0.8 (36.4) 20.5 (26.7) 17.7 (32.8)
chatgpt3.5 32.7 67.4 (8.9) 34.5 (12.0) 34.2 (10.5) 13.2 (10.5) 14.0 (9.7) 40.3 (10.1) 22.1 (10.7)
Z-ICL Prompt 2
llama-2-7b 14.8 38.4 (11.2) 21.7 (17.8) 8.9 (12.1) 4.3 (16.0) 0.8 (15.9) 16.5 (14.3) 12.5 (14.9)
llama-2–13b 20.7 60.9 (12.8) 23.3 (23.6) 14.8 (12.8) 2.7 (55.3) 1.6 (23.6) 23.2 (23.1) 17.2 (29.2)
chatgpt3.5 33.4 65.5 (9.3) 36.8 (12.4) 31.5 (8.2) 18.7 (8.6) 14.3 (8.5) 39.7 (8.3) 24.7 (10.9)
Z-ICL Plain Text
llama-2-7b 14.4 33.9 (18.9) 4.2 (89.1) 5.0 (70.0) - - - -
llama-2–13b 20.0 54.8 (18.2) 1.6 (95.3) 3.8 (92.2) - - - -

Table 5: Accuracy by type of answer and number of columns used, with type format errors in parentheses.

Figure 3: Sample answers of the three compari-
son models with Z-ICL (above) and code (below)
prompts. The correct answer is 12.

overall. In general, they manage to better capture
the format and achieve better performance as a
result. Figure 3 provides two illustrative examples
for both types of prompt in which all models output
incorrect answers except for code-based ChatGPT.
They also show how explanations may be incoher-
ent or wrong, as we will see in Section 6.4.

In addition to the prompts tested requiring a
JSON output, we also analysed the open models

with a prompt called plain text, where only a plain-
text answer was required (see Section 4.1.1). The
results in Table 5 illustrate the very low success
rates with this approach for categories and num-
bers in comparison with the JSON approach, which
also makes it easier to process.

6.2. Type of Answer
As we can see in Table 5, the smaller models that
use code are generally better at answering numer-
ical than categorical answers, and are generally
unreliable for answers that require a list as an an-
swer. This effect is not as pronounced in ChatGPT,
which fares generally better at almost any task. The
models that rely on a Z-ICL prompt tend to be bet-
ter at answering categorical questions than those
that rely on code, but they struggle with numerical-
based questions. They also fare notably better for
boolean questions.

One possible explanation for the boolean be-
haviour may be similar to that observed in Lin
et al. (2022), where the largest models were gen-
erally the less truthful. In this case, the accuracy
remains roughly stable across the different types
because the decreasing rate of code errors is com-
pensated by a decreasing performance. In any
case, boolean-based true-or-false questions seem
to be harder to crack for these models than stan-
dard categorical/numerical questions, despite their
reduced number of options. Surprisingly, not even
ChatGPT attain results that are significantly higher
than a random baseline in boolean questions. For
code-based attempts in particular, this might be
due to the inherent difficulty to generate code to
check a boolean proposition, which may not be sig-
nificantly lower than the code generated to check a
numerical or categorical value. For example, com-



paring the question to compute the mean of a col-
umn to a question asking whether the mean of a
column is above a certain value, the code for the
second proposition is bound to be more complex
even though it has only two possible outcomes.
Performance on list-based questions is in general
lower than the others, which is to be expected given
the additional complexity they usually entail and
the additional complexity their automated evalua-
tion entails. In general, these differences between
question types reinforce our initial categorization
of the datasets, and can help further analyse the
performance of models in a more targeted manner.

6.3. Code Errors
As can be observed in Figure 4, the smaller models
generate invalid code in a rate much higher than
ChatGPT. The figure also includes the different
types of Python error. The most common errors
are KeyError which happens when accessing a
none existing value in a dictionary, or others such
as TypeError that occur when an operation is per-
formed on an unsupported type. The number of
code errors differ from the two prompts, with the
more complete second prompt being more reliable
in LLaMA models compared to ChatGPT, which
shows the opposite trend.

Figure 4: Most common code error types per model
(chatgpt3.5, codellama-13b, codellama-7b) and
Code Prompts (1 and 2).

6.4. Number of Columns
In Table 5 we included the averaged results depend-
ing on the number of columns required to answer
a question, i.e., a single column or more than one.
For questions that require the model to use more
than one column, the results tend to lower than
when using a single column. This result may be
explained by the fact that using multiple columns re-
quires a more advanced level of reasoning, which is
something that LLMs may struggle with. In general,

we observe both a decrease in accuracy and higher
formatting errors when using multiple columns.

Columns used. For the Z-ICL JSON prompts
we have also asked the model to respond with the
columns used to get the answer in addition to the
answer itself, which we analyse in Table 6. The
first column represents the proportion of questions
where the models have gotten the columns to use
wrong, with the accuracy of the answer provided
in such cases between parentheses. The second
column shows the same for the cases the models
got them right, and the last column represents the
cases where the model failed to provide columns
used or presented them in the wrong format for us to
validate. As we can see, if the models have rightly
identified the columns to extract the answer from,
they are more likely to answer correctly. This jump
in accuracy happens across all models with the two
prompts tested. What is perhaps more surprising
is that there is a non-negligible number of cases
where the models are getting the right answer from,
on their own account, the wrong columns. This is
in line with LLMs hallucinating behaviour (Lin et al.,
2022). A more detailed exploration of these and
other explanations is however left for future work.

model wrong cols right cols format error
Z-ICL Prompt 1
llama-2-7b 63.4 (16.2) 18.5 (22.3) 18.2, (0.0)
llama-2-13b 51.2 (24.1) 22.7 (30.7) 26.1 (0.0)
chatgpt3.5 31.6 (31.9) 59.5 (37.9) 8.9 (0.0)
Z-ICL Prompt 2
llama-2-7b 69.6 (15.5) 19.0 (21.2) 11.3, (0.0)
llama-2-13b 54.0 (23.3) 24.5 (32.9) 21.5, (0.0)
chatgpt3.5 34.9 (35.0) 56.7 (37.4) 8.5 (0.0)

Table 6: Accuracy when predicting columns to use
to get the answer, with answer accuracy for that
case in parentheses.

7. Conclusion

In this paper, we release DataBench, a question an-
swering benchmark over tabular data. The bench-
mark provides a useful tool to evaluate QA tabular
data systems. This evaluation is complemented
by domain, column and question categorizations
that facilitate a simple diagnosis and analysis of the
results. Our evaluation shows how current mod-
els, especially smaller ones, have significant room
for improvement, especially when it comes to han-
dling questions that require information from vari-
ous columns. Finally, while in this paper we have
focused on zero-shot QA answering evaluation, our
benchmark can also serve as a basis to further
trained, fine-tune or specialize models on QA over
tabular data. We leave this further experimentation
for future work.



Limitations

Our evaluation comes with a number of limitations.
First, the number of tested models may be limited
in number. For this evaluation we have focused on
two of the latest general-purpose LLMs that have
been shown a strong performance across tasks
(namely LLaMA and GPT-based models), but may
not be necessarily the best for this specific type of
question answering over tabular data task. There
are also recent models that could have been tested
and may have provided different conclusions. Also,
given computational constraints, we have not been
able to run the largest models, which may provide
a better performance. Second, the evaluation of
generative LLMs in open question answering is no-
toriously difficult, as it is not always straightforward
to enforce the desired output into the model. Be-
cause of this, we have tested various possibilities
including enforcing the model to output an struc-
tured answer in the form of JSON. We acknowledge
that this may not be the optimal solution as we are
not only testing the capabilities of the model to an-
swer the question correctly, but also their ability to
generate JSON-style answers. Third, we evaluate
LLMs only in a zero-shot context. They may per-
form better with examples or even fine-tuned on the
task, which we leave for future work. Fourth, most
of our evaluation is centered on the reduced version
of DataBench with only 20 rows per datasets. This
is done mainly given the limitations of current LLMs
in handling larger amounts of data. Therefore, the
numbers here may not reflect the real limitations
of these models. The full results are available in
Appendix A

With the full and open release of DataBench, we
hope that this can facilitate further research in the
future, including the development of new evaluation
protocols over DataBench or similar datasets. Fi-
nally, our only focus in this paper is English, which
may be limiting in nature given the variety of tab-
ular data available in other languages. Our initial
effort with DataBench should be extended to other
languages, including low-resource ones which may
pose additional challenges to current models.
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public sources and under non-restrictive license.
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have included datasets without offensive or contro-
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of models to ensure that the outputs did not include
malicious language.
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prompt,model avg boolean category number list[category] list[number] single col multiple cols
Code Prompt 1
codellama-7b 29.1 46.7 (37.1) 15.2 (67.6) 45.7 (35.2) 15.0 (38.3) 23.3 (23.3) 34.6 (38.3) 20.4 (43.8)
codellama-13b 29.9 49.5 (32.4) 27.6 (62.9) 42.9 (36.2) 18.7 (43.9) 10.7 (42.7) 33.3 (39.8) 24.4 (49.8)
chatgpt3.5 60.4 53.3 (4.8) 66.7 (13.3) 78.1 (7.6) 50.5 (5.6) 53.4 (10.7) 64.5 (8.0) 53.7 (9.0)
Code Prompt 2
codellama-7b 30.9 42.9 (39.0) 21.9 (54.3) 55.2 (26.7) 18.7 (37.4) 15.5 (31.1) 37.7 (34.3) 19.9 (43.3)
codellama-13b 33.9 52.4 (23.8) 29.5 (53.3) 53.3 (28.6) 17.8 (30.8) 16.5 (29.1) 38.9 (30.6) 25.9 (37.3)
chatgpt3.5 54.1 43.8 (15.2) 66.7 (16.2) 76.2 (11.4) 42.1 (21.5) 41.7 (20.4) 60.8 (10.8) 43.3 (26.9)
Z-ICL Prompt 1
llama-2-7b 13.9 37.6 (15.8) 17.8 (21.8) 8.9 (17.8) 5.0 (19.0) 0.0 (19.8) 16.5 (20.8) 11.2 (16.9)
llama-2–13b 19.0 55.4 (17.8) 19.8 (26.7) 13.9 (16.8) 4.0 (52.0) 2.0 (25.7) 21.6 (28.2) 16.5 (27.3)
chatgpt3.5 30.0 58.4 (12.9) 30.7 (13.9) 28.7 (12.9) 22.0 (13.0) 9.9 (12.9) 36.5 (16.5) 23.3 (9.6)
Z-ICL Prompt 2
llama-2-7b 13.3 40.6 (16.8) 14.9 (19.8) 8.9 (20.8) 2.0 (36.0) 0.0 (24.8) 15.7 (24.7) 10.8 (22.5)
llama-2–13b 18.1 52.5 (17.8) 16.8 (30.7) 13.9 (20.8) 6.0 (55.0) 1.0 (38.6) 19.2 (32.5) 16.9 (32.5)
chatgpt3.5 28.0 56.4 (13.9) 23.8 (14.9) 33.7 (14.9) 16.0 (15.0) 9.9 (12.9) 38.4 (18.8) 17.3 (9.6)

Table 7: Accuracy by type of answer and number of columns used, with type format errors in parentheses
for domain Business

prompt,model avg boolean category number list[category] list[number] single col multiple cols
Code Prompt 1
codellama-7b 26.0 52.5 (35.0) 17.5 (57.5) 37.5 (30.0) 10.0 (40.0) 12.5 (30.0) 29.0 (34.7) 21.1 (44.7)
codellama-13b 34.0 72.5 (10.0) 22.5 (57.5) 52.5 (22.5) 12.5 (47.5) 10.0 (42.5) 39.5 (28.2) 25.0 (48.7)
chatgpt3.5 59.0 52.5 (5.0) 70.0 (20.0) 72.5 (0.0) 60.0 (7.5) 40.0 (17.5) 60.5 (4.8) 56.6 (18.4)
Code Prompt 2
codellama-7b 25.0 47.5 (42.5) 25.0 (62.5) 37.5 (32.5) 7.5 (35.0) 7.5 (45.0) 29.8 (38.7) 17.1 (51.3)
codellama-13b 31.5 62.5 (17.5) 22.5 (67.5) 47.5 (25.0) 17.5 (37.5) 7.5 (37.5) 36.3 (33.1) 23.7 (43.4)
chatgpt3.5 44.5 60.0 (7.5) 42.5 (40.0) 57.5 (17.5) 32.5 (40.0) 30.0 (40.0) 48.4 (17.7) 38.2 (47.4)
Z-ICL Prompt 1
llama-2-7b 18.5 52.5 (0.0) 27.5 (25.0) 5.0 (0.0) 5.0 (12.5) 2.5 (7.5) 19.3 (7.3) 16.0 (14.0)
llama-2–13b 23.0 67.5 (0.0) 32.5 (27.5) 15.0 (0.0) 0.0 (37.5) 0.0 (20.0) 22.0 (14.7) 26.0 (24.0)
chatgpt3.5 36.5 72.5 (0.0) 50.0 (12.5) 35.0 (0.0) 10.0 (0.0) 15.0 (0.0) 38.7 (0.7) 30.0 (8.0)
Z-ICL Prompt 2
llama-2-7b 14.5 40.0 (10.0) 20.0 (25.0) 7.5 (2.5) 2.5 (37.5) 2.5 (20.0) 16.0 (15.3) 10.0 (30.0)
llama-2–13b 22.5 65.0 (5.0) 35.0 (25.0) 10.0 (2.5) 2.5 (55.0) 0.0 (35.0) 21.3 (18.7) 26.0 (42.0)
chatgpt3.5 36.5 77.5 (0.0) 50.0 (12.5) 32.5 (5.0) 10.0 (2.5) 12.5 (5.0) 36.7 (3.3) 36.0 (10.0)

Table 8: Accuracy by type of answer and number of columns used, with type format errors in parentheses
for Travel and Locations

prompt,model avg boolean category number list[category] list[number] single col multiple cols
Code Prompt 1
codellama-7b 23.8 42.2 (43.8) 15.6 (64.1) 39.1 (48.4) 11.5 (44.3) 10.6 (45.5) 31.6 (47.7) 11.9 (51.6)
codellama-13b 30.1 51.6 (34.4) 21.9 (65.6) 50.0 (35.9) 19.7 (44.3) 7.6 (40.9) 38.3 (36.8) 17.5 (55.6)
chatgpt3.5 64.6 53.1 (7.8) 82.8 (6.2) 71.9 (10.9) 50.8 (8.2) 63.6 (4.5) 69.9 (7.3) 56.3 (7.9)
Code Prompt 2
codellama-7b 27.3 43.8 (37.5) 26.6 (51.6) 37.5 (40.6) 13.1 (32.8) 15.2 (45.5) 33.2 (37.8) 18.3 (47.6)
codellama-13b 29.2 54.7 (29.7) 20.3 (64.1) 40.6 (43.8) 11.5 (54.1) 18.2 (39.4) 34.7 (42.0) 20.6 (52.4)
chatgpt3.5 61.1 45.3 (18.8) 75.0 (10.9) 79.7 (12.5) 50.8 (18.0) 54.5 (22.7) 71.5 (11.4) 45.2 (24.6)
Z-ICL Prompt 1
llama-2-7b 16.4 46.2 (7.7) 23.1 (15.4) 7.8 (7.8) 3.1 (13.8) 1.5 (15.4) 17.6 (6.8) 14.9 (18.2)
llama-2–13b 22.8 69.2 (9.2) 26.2 (26.2) 15.6 (7.8) 3.1 (61.5) 0.0 (26.2) 28.4 (17.0) 16.2 (37.2)
chatgpt3.5 32.7 72.3 (10.8) 36.9 (10.8) 25.0 (6.2) 13.8 (7.7) 15.4 (7.7) 39.8 (2.3) 24.3 (16.2)
Z-ICL Prompt 2
llama-2-7b 16.7 44.6 (7.7) 21.5 (15.4) 10.9 (10.9) 4.6 (32.3) 1.5 (24.6) 19.3 (12.5) 13.5 (25.0)
llama-2–13b 20.4 61.5 (12.3) 21.5 (33.8) 14.1 (6.2) 3.1 (49.2) 1.5 (33.8) 22.7 (23.3) 17.6 (31.8)
chatgpt3.5 32.7 69.2 (7.7) 43.1 (9.2) 28.1 (6.2) 7.7 (9.2) 15.4 (7.7) 40.3 (2.3) 23.6 (14.9)

Table 9: Accuracy by type of answer and number of columns used, with type format errors in parentheses
for Social Networks and Surveys



prompt,model avg boolean category number list[category] list[number] single col multiple cols
Code Prompt 1
codellama-7b 36.4 50.0 (25.0) 28.6 (42.9) 60.7 (21.4) 21.4 (35.7) 21.4 (28.6) 45.7 (23.5) 23.7 (40.7)
codellama-13b 36.4 60.7 (25.0) 32.1 (57.1) 46.4 (25.0) 32.1 (32.1) 10.7 (35.7) 44.4 (28.4) 25.4 (44.1)
chatgpt3.5 72.1 53.6 (7.1) 85.7 (14.3) 82.1 (10.7) 78.6 (3.6) 60.7 (21.4) 70.4 (12.3) 74.6 (10.2)
Code Prompt 2
codellama-7b 38.6 46.4 (39.3) 28.6 (53.6) 75.0 (25.0) 17.9 (28.6) 25.0 (25.0) 54.3 (28.4) 16.9 (42.4)
codellama-13b 37.9 57.1 (17.9) 35.7 (57.1) 64.3 (28.6) 14.3 (39.3) 17.9 (35.7) 50.6 (24.7) 20.3 (50.8)
chatgpt3.5 66.4 39.3 (7.1) 67.9 (28.6) 89.3 (10.7) 71.4 (3.6) 64.3 (21.4) 70.4 (13.6) 61.0 (15.3)
Z-ICL Prompt 1
llama-2-7b 11.4 21.4 (14.3) 25.0 (7.1) 10.7 (14.3) 0.0 (14.3) 0.0 (14.3) 10.1 (18.0) 13.7 (3.9)
llama-2–13b 19.3 53.6 (14.3) 25.0 (7.1) 7.1 (25.0) 3.6 (71.4) 7.1 (21.4) 21.3 (28.1) 15.7 (27.5)
chatgpt3.5 40.0 71.4 (0.0) 42.9 (3.6) 39.3 (0.0) 25.0 (0.0) 21.4 (0.0) 43.8 (0.0) 33.3 (2.0)
Z-ICL Prompt 2
llama-2-7b 14.3 25.0 (14.3) 28.6 (3.6) 14.3 (17.9) 3.6 (39.3) 0.0 (25.0) 12.4 (23.6) 17.6 (13.7)
llama-2–13b 20.7 60.7 (14.3) 25.0 (10.7) 14.3 (25.0) 3.6 (71.4) 0.0 (39.3) 22.5 (31.5) 17.6 (33.3)
chatgpt3.5 42.1 85.7 (0.0) 39.3 (0.0) 42.9 (7.1) 21.4 (0.0) 21.4 (3.6) 49.4 (2.2) 29.4 (2.0)

Table 10: Accuracy by type of answer and number of columns used, with type format errors in parentheses
for Health datasets

prompt,model avg boolean category number list[category] list[number] single col multiple cols
Code Prompt 1
codellama-7b 21.8 36.0 (44.0) 12.0 (72.0) 33.3 (41.7) 16.0 (52.0) 12.0 (44.0) 29.5 (50.0) 17.5 (51.2)
codellama-13b 27.4 36.0 (44.0) 20.0 (68.0) 45.8 (29.2) 12.0 (56.0) 24.0 (28.0) 40.9 (40.9) 20.0 (47.5)
chatgpt3.5 66.1 48.0 (8.0) 68.0 (12.0) 75.0 (12.5) 68.0 (12.0) 72.0 (8.0) 84.1 (4.5) 56.2 (13.8)
Code Prompt 2
codellama-7b 34.7 52.0 (36.0) 12.0 (64.0) 50.0 (41.7) 28.0 (36.0) 32.0 (32.0) 43.2 (36.4) 30.0 (45.0)
codellama-13b 37.1 48.0 (40.0) 32.0 (48.0) 54.2 (37.5) 28.0 (36.0) 24.0 (32.0) 43.2 (31.8) 33.8 (42.5)
chatgpt3.5 54.0 48.0 (20.0) 60.0 (32.0) 62.5 (33.3) 56.0 (32.0) 44.0 (48.0) 68.2 (25.0) 46.2 (37.5)
Z-ICL Prompt 1
llama-2-7b 12.5 16.7 (16.7) 20.8 (8.3) 16.7 (16.7) 8.3 (16.7) 0.0 (16.7) 15.8 (19.7) 6.8 (6.8)
llama-2–13b 19.2 58.3 (20.8) 12.5 (16.7) 25.0 (16.7) 0.0 (62.5) 0.0 (16.7) 21.1 (30.3) 15.9 (20.5)
chatgpt3.5 36.7 58.3 (16.7) 33.3 (20.8) 45.8 (16.7) 25.0 (16.7) 20.8 (16.7) 47.4 (19.7) 18.2 (13.6)
Z-ICL Prompt 2
llama-2-7b 12.5 20.8 (16.7) 20.8 (12.5) 16.7 (16.7) 4.2 (25.0) 0.0 (20.8) 15.8 (22.4) 6.8 (11.4)
llama-2–13b 15.0 41.7 (16.7) 16.7 (16.7) 16.7 (16.7) 0.0 (45.8) 0.0 (33.3) 15.8 (25.0) 13.6 (27.3)
chatgpt3.5 35.0 70.8 (16.7) 25.0 (20.8) 45.8 (16.7) 12.5 (20.8) 20.8 (16.7) 43.4 (21.1) 20.5 (13.6)

Table 11: Accuracy by type of answer and number of columns used, with type format errors in parentheses
for Sports and Entertainment
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