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Luleå University of Technology, Sweden
firstname.lastname@ltu.se

Abstract
We demonstrate, in this study, that an open-domain conversational system trained on idioms or figurative language generates more
fitting responses to prompts containing idioms. Idioms are part of everyday speech in many languages, across many cultures, but they
pose a great challenge for many Natural Language Processing (NLP) systems that involve tasks such as Information Retrieval (IR) and
Machine Translation (MT), besides conversational AI. We utilize the Potential Idiomatic Expression (PIE)-English idioms corpus for
the two tasks that we investigate: classification and conversation generation. We achieve state-of-the-art (SoTA) result of 98% macro F1
score on the classification task by using the SoTA T5 model. We experiment with three instances of the SoTA dialogue model, Dialogue
Generative Pre-trained Transformer (DialoGPT), for conversation generation. Their performances are evaluated using the automatic
metric perplexity and human evaluation. The results show that the model trained on the idiom corpus generates more fitting responses to
prompts containing idioms 71.9% of the time, compared to a similar model not trained on the idioms corpus. We contribute the model
checkpoint/demo and code on the HuggingFace hub for public access.

Keywords: conversational systems, idioms, dialog systems, vector representation

1. Introduction

Open-domain conversational systems struggle to gen-
erate fitting responses to prompts containing idioms or
figures of speech. Performance of such systems drop
considerably when given context with idioms (Jham-
tani et al., 2021). This challenge is not limited to open-
domain conversational systems alone. Natural Lan-
guage Processing (NLP) systems involving tasks such
as Word Sense Disambiguation (WSD), Information
Retrieval (IR), and Machine Translation (MT) also face
challenges with regards to idioms (Korkontzelos et al.,
2013; Adewumi et al., 2021). The research question
we address in this study is ”does an open-domain con-
versational system that is idiom-aware generate more
fitting responses to prompts containing idioms?” In or-
der to investigate this question, we compare three in-
stances of the same SoTA model: Dialogue Generative
Pre-trained Transformer (DialoGPT) by Zhang et al.
(2020), whereby two are exposed by training to a dedi-
cated idioms dataset and one is not. We choose the Po-
tential Idiomatic Expression (PIE)-English idioms cor-
pus by Adewumi et al. (2021) for this purpose. We
evaluate the models using the automatic metric, per-
plexity, and human evaluation in two similar, but dif-
ferent, sets of experiments.
Two separate NLP tasks are carried out in this study.
The first involves idiom identification or classification
and the second involves conversation generation. Id-
iom identification can be essential for other NLP sys-
tems. There are usually two methods to idiom de-
tection: type-based (depends on the expression) and
token-based (depends on the context of usage) (Peng
et al., 2015a; Li and Sporleder, 2009; Sporleder et al.,
2010a). In this work, we focus on token-based, the lat-

ter.
The key contributions of this work are (1) the demon-
stration that an open-domain conversational system
that is idiom-aware generates diverse and more fitting
responses to prompts containing idioms than one that
is not and (2) we obtain SoTA result in the classifi-
cation task over the PIE-English idioms corpus by us-
ing the SoTA Text-to-Text Transfer Transformer (T5)
base model, compared to the baseline result obtained
by (Adewumi et al., 2021). The IdiomWOZ model
checkpoint and code are hosted on the HuggingFace
hub 1. Its model card is available in the appendix. The
remaining parts of this paper are as follows. The Ma-
terial and Methods section points out the datasets and
models used. It also describes the details of the exper-
iments carried out and the metrics of evaluaton. The
Results section gives results of the experiments for the
two tasks, the error analysis and evaluator feedback.
The Related Work section briefly discusses past efforts
that are connected to this study. The Limitation section
describes some of the limitation of this work and the
Conclusion section summarizes this work.

2. Materials and Methods
All the experiments were performed on a shared DGX-
1 machine with 8 x 32 Nvidia V100 GPUs. The oper-
ating system on the server is Ubuntu 18. It has 80 CPU
cores.

2.1. Datasets
Multi-Domain Wizard-of-Oz (MultiWOZ) dataset
MultiWOZ is a large, multi-domain, multi-topic,

1huggingface.co/tosin/dialogpt mwoz idioms
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and multi-task conversational dataset, originally de-
signed for task-oriented dialogues (Budzianowski et
al., 2018). It is a labelled collection of human-human
written conversations and consists of more than 10,000
dialogues distributed between 70% multi-domain and
30% single domain dialogues. The data-acquisition
pipeline involved crowd-sourcing without the hiring of
professional annotators. Budzianowski et al. (2018)
considered different dialogue scenarios that includes
requests for basic information about attractions through
to booking a hotel room, restaurant, train, or taxi be-
tween cities. Additional domains covered are hospital
and police. It has been a standard benchmark for differ-
ent dialogue problems. It was used in neural context-
to-response generation experiments by Budzianowski
et al. (2018) and adapted for open-domain conversa-
tional systems by Adewumi et al. (2022b; Adewumi et
al. (2022a). There are several versions of the dataset,
with each new one bringing improvements (Eric et al.,
2020).

PIE-English idioms corpus For both the classifi-
cation and conversation generation tasks investigated
in this work, the PIE-English idioms corpus is used.
Hence, we discuss some of the characteristics of the
corpus. It is based on example sentences from two base
corpora: the British National Corpus (BNC) and UK
Web Pages (UKWaC) (Ferraresi et al., 2008). About
76.94% of the samples are metaphors, making it the
largest class in the dataset. Table 1 shows some ex-
amples from the dataset and the short data statement
that captures other key characteristics of the dataset, as
given by Adewumi et al. (2021), is given afterwards.
Before training in both tasks, the corpus is split in the
ratio 80:10:10 for training, dev and test sets, respec-
tively. Three runs per experiment are conducted in or-
der to calculate the average accuracies, F1 scores, per-
plexities and standard deviation. All cases are lowered
and any html tags removed, if any, as a pre-processing
step. Special characters and numbers are also removed.
Data shuffling is performed before training.

Short data statement for the PIE-English
idioms corpus.
This is the Potential Idiomatic Expression
(PIE)-English idioms corpus for training and
evaluating models in idiom identification.
The licence for using this dataset comes un-
der CC-BY 4.0.
Total samples: 20,174
There are 1,197 total cases of idioms and 10
classes.
Total samples of euphemism (2,384), literal
(1,140), metaphor (14,666), personification
(448), simile (1,232), parallelism (64), para-
dox (112), hyperbole (48), oxymoron (48),
and irony (32).

In order to use the PIE-English idioms corpus for the
second task of conversation generation as intended, we

make the assumption that the corpus is suitable as a
conversational dataset of dialogue turns. This assump-
tion is valid because the sentences of the turns discuss
the same cases of idioms despite being drawn from dif-
ferent examples from the base corpora.

2.2. Classification
Two SoTA pretrained models are compared in the clas-
sification task. These are the Bidirectional Encoder
Representations from Transformers (BERT) (Devlin et
al., 2018) and T5 (Raffel et al., 2020) models from the
HuggingFace hub (Wolf et al., 2020). Both models
involve their base versions. We use batch size of 64
and 16 for BERT and T5, respectively. The total train-
ing epochs for both are 6. Although the choice of hy-
perparameters can have significant impact on the per-
formance of embeddings or models (Adewumi et al.,
2022c; Adewumi et al., 2020), we do not carry out ex-
tensive hyperparameter exploration.

2.3. Conversation Generation
Three instances of the SoTA DialoGPT model are com-
pared in the conversation generation task. The first in-
stance (IdiomWOZ) is created from the model check-
point by Adewumi et al. (2022b), which has been
trained on the MultiWOZ dataset and is available on
the HuggingFace hub2. This is achieved by finetun-
ing on the PIE-English idioms corpus. The second
instance (IdiomOnly) is created from the original Di-
aloGPT-medium model by Zhang et al. (2020) by fine-
tuning on the same idioms corpus. The model check-
point by Adewumi et al. (2022b) for the first instance
is also based on the medium version of DialoGPT. The
third instance (MultiWOZ) is the model checkpoint by
Adewumi et al. (2022b), which was trained on the Mul-
tiWOZ dataset. For all the three instances, we set the
decoding algorithm as top-k (k=100) and top-p (p=0.7).
Other hyperparameters are maximum decoding length
of 200 tokens, temperature of 0.8, and maximum ngram
repeat limit of 3.
All three model checkpoints are then used to generate
three transcripts of conversations in a first set of exper-
iments. Ninety-four random numbers were generated
and used to select the same prompts from the two test
sets: the MultiWOZ and the PIE-English idioms cor-
pus. The prompts are fed to the three models. For
each dataset, thirty-two of the prompts are for gener-
ation and fifteen prompts with their test set responses
(for credibility) are selected. In the second set of ex-
periments, which has the objective of finding out fitting
and diverse responses to idiom prompts, sixty-two ran-
dom numbers were generated. Thirty-two are from the
idioms test set and used as prompts for both the Idiom-
WOZ and MultiWOZ, while the remaining thirty are
credibility conversations from the MultiWOZ test set.
The credibility conversations are to determine the suit-
ability of the evaluators, hence the responses to these

2huggingface.co/tosin/dialogpt mwoz



Table 1: Samples from the PIE-English idioms corpus.
No Samples Class
1 Carry the day Metaphor
2 Does the will of the Kuwaiti parliament transcend the will of the Emir and

does parliament carry the day?
Metaphor

3 Time flies Personification
4 Eighty-four!’ she giggled.’ How time flies Personification
5 As clear as a bell Simile
6 It sounds as clear as a bell Simile
7 Go belly up Euphemism
8 If several clubs do go belly up, as Adam Pearson predicts. Euphemism
9 The back of beyond Hyperbole
10 There’d be no one about at all in the back of beyond. Hyperbole
11 ”Why couldn’t you just stay in the back of beyond?” she said. Hyperbole

prompts are the corresponding responses from the test
sets. They are distributed at regular intervals within the
transcripts.

2.3.1. Evaluation
Automatic metrics, such as BLEU or ROUGE (Lin,
2004; Papineni et al., 2002), which are common for
Natural Language Generation (NLG) tasks like MT
(Gehrmann et al., 2021; Vaswani et al., 2017), are
sometimes viewed as inadequate for conversational
systems (Jurafsky and Martin, 2020; Liu et al., 2016).
This is because they do not correlate well with human
assessment (Reiter, 2010). In this work, we use another
common metric, perplexity, which is also used by Adi-
wardana et al. (2020). Smaller perplexity values show
that a model fits the data better as it measures how well
a probability model predicts a sample, thereby corre-
sponding to the effective size of the vocabulary (Ag-
garwal and Zhai, 2012).
For human evaluation, evaluators (or annotators) were
recruited on Slack3. They are second/L2 (but dom-
inant) speakers of English and are unbiased respon-
dents who did not take part in the training of the mod-
els. For the evaluation of the transcripts, Instruction 1
and Instruction 2 below are the instructions for tran-
scripts from the first and second set of experiments, re-
spectively. Three valid evaluated transcripts from three
annotators are accepted per set of experiments. The
first set of transcripts are evaluated for human-likeness
while the second set are based on two characteristics:
more fitting and more diverse responses.

Instruction 1: Here are 94 different conver-
sations by 2 speakers. Please, write Human-
like (H) or Non-human-like (N) or Uncer-
tain (U), based on your own understanding of
what is human-like. Sometimes the speakers
use idioms. If you wish, you may use a dic-
tionary.

Instruction 2: Person 2 & Person 3 respond
to Person 1. Please, write which (2 or 3) is

3slack.com

the a) more fitting response & b) more di-
verse response (showing variety in language
use).

2.3.2. Credibility Unanimous Score (CUS)
In order to measure Inter-Annotator Agreement (IAA)
of the conversation transcripts, we use CUS, which was
introduced by Adewumi et al. (2022a). It is more in-
tuitive, easier to calculate (based on percentages) and
appears less sensitive to changes in the number of cate-
gories being evaluated, when compared to Flies Kappa
(k). Fleiss Kappa (k) is known to be restrictive in its
interpretation, depending on the number of categories
(Landis and Koch, 1977), as Kappa is lower when
the categories are more (Sim and Wright, 2005). Ac-
cording to Adewumi et al. (2022a), the assumption
behind CUS is that if homogeneous samples may be
used for checking the credibility of the annotators, then
they may be used for establishing their agreement over
the transcript. The agreement is based on unanimous
votes on the homogeneous samples that are introduced.
These samples may be viewed as a significant subset of
the entire transcript, particularly when there’s a mini-
mum of 30 samples, thereby fulfilling the central limit
theorem. The probability of obtaining high CUS rises
when the benchmark score for annotator credibility is
high.

3. Results
3.1. Classification
Table 2 shows that the T5 model outperforms the
BERT model. It also outperforms the best model from
Adewumi et al. (2021), another BERT implementation.
Results from Adewumi et al. (2021) do not provide
standard deviation values and they report results only
on the training and dev sets split of 85:15 ratio. From
the results, it appears that the PIE-English idioms cor-
pus is not overly challenging, at least for the T5 model,
because of the high scores obtained. This may be due
to the fact that the length of each sample is one sen-
tence, or at most 2 sentences, in the corpus. The results



Table 2: Average accuracy & F1 results (sd - standard deviation) *data split ratio 85:15 for training:dev sets.
Model Accuracy weighted F1 macro F1

dev (sd) test (sd) dev (sd) test (sd) dev (sd) test (sd)
BERT 0.96 (0) 0.96 (0) 0.96 (0) 0.96 (0) 0.75 (0.04) 0.73 (0.01)

T5 0.99 (0) 0.98 (0) 0.98 (0) 0.98 (0) 0.97 (0) 0.98 (0)
BERT* (Adewumi et al., 2021) 0.93 - 0.95 - - -

Figure 1: Confusion matrix for T5 model on the PIE-English idioms corpus test set.

are statistically significant as the p-value (p < 0.0001)
of the two-sample t-test for the difference of two means
(of the macro F1 scores) is smaller than alpha (0.05).

Error Analysis Figure 1 shows the confusion matrix
of the results of the T5 model for the predictions against
the true labels for the test set of the idioms corpus. The
model performs substantially well even for classes that
have few samples in the training set, such as hyperbole
and irony. It, however, struggles mostly in correctly
classifying the literals. It misclassified about 9.3% of
them as metaphor, presumably because it is the largest
class in the dataset.

3.2. Conversation generation
We can observe from Table 3 that the MultiWOZ model
from Adewumi et al. (2022b) has the lowest aver-
age perplexity, when compared with the other two new
models. This is likely because the MultiWOZ data the
model was trained on is larger than the idioms corpus.

The p-value (p < 0.0001) of the two-sample t-test for
the difference of two means (for the IdiomWOZ and
IdiomOnly) is smaller than alpha (0.05), hence the re-
sults are also statistically significant. Despite the av-
erage perplexity for the IdiomOnly model being lower
than the IdiomWOZ, we chose to generate responses
and conduct human evaluation on the latter. This is be-
cause one of its runs had a lower perplexity, which may
be deduced from the standard deviation. Besides, per-
plexity alone may not be sufficient to tell how good a
model is (Roller et al., 2021; Hashimoto et al., 2019).

Human evaluation results are presented in Tables 4 and
5. The former is based on transcripts of 64 single-
turn conversations for the first set of experiments and
the latter is based on 32 single-turn conversations for
the second set of experiments, after the removal of the
30 credibility conversations from each. We observe,
from Table 4, that both the MultiWOZ and Idiom-
WOZ models have more human-like single-turn con-



Table 3: Average perplexity results. (sd - standard deviation)
Model Perplexity

dev (sd) test (sd)
IdiomWOZ 201.10 (34.82) 200.68 (34.83)
IdiomOnly 189.92 (1.83) 185.62 (2.05)

MultiWOZ (Adewumi et al., 2022b) 6.41 (-) 6.21 (-)

Table 4: Human evaluation results of 3 annotators on 3 classes for 64 single-turn conversations.
Model Scale (majority votes) CUS

H (%) U (%) N (%) 3-way (%) %
IdiomWOZ 39.1 10.9 37.5 12.5 80
IdiomOnly 15.6 12.5 60.9 10.9 80
MultiWOZ 62.5 1.6 32.8 3.1 80

unanimous votes - 3/3
IdiomWOZ 20.3 0 12.5 - 80
IdiomOnly 6.3 0 31.3 - 80
MultiWOZ 45.3 0 23.4 - 80

idioms only maj. votes (32 samples)
IdiomWOZ 30 23.3 33.3 13.3 80
IdiomOnly 26.7 0.2 36.7 16.7 80
MultiWOZ 26.7 3.3 66.7 3.3 80

Table 5: Human evaluation results of 3 annotators on 3 classes for 32 single-turn conversations.
Model Scale (majority voting) CUS

More fitting (%) More diverse (%) %
IdiomWOZ 71.9 28.1 80
MultiWOZ 28.1 71.9 80

unanimous votes - 3/3
IdiomWOZ 46.9 9.4 80
MultiWOZ 9.4 15.6 80

versations than other categories, under majority votes.
The MultiWOZ model has the most human-like con-
versations. However, considering idioms only prompts,
the IdiomWOZ model has the most human-like con-
versations. From Table 5, IdiomWOZ has more fitting
conversations than the MultiWOZ, though the opposite
is the case with regards to more diverse conversations.
This could be due to the evaluators’ interpretation of
what is diverse. For all the evaluations, we observe that
there is CUS of 80%. The CUS is the same across sec-
tions in each table since the same transcript is involved
for each section.

4. Discussion & Evaluator Feedback
Tables 6 and 7 show some single-turn conversations
from the second transcript. Person 1 is the prompt from
the PIE-English idioms test set. Person 2 is the Idiom-
WOZ model and it responds more with idioms. Person
3 is the MultiWOZ model.
The IdiomWOZ model, whose responses are deemed
as more fitting, appears to confirm previous study,
which shows that metaphors have more emotional im-
pact than their literal equivalent (Mohammad et al.,
2016). Idioms usually make utterances more colorful

(or rich) and diverse. Hence, simply reducing idioms to
their literal form before feeding NLP models as prac-
tised by Jhamtani et al. (2021) may not adequately
address the challenge since it implies the models still
are incapable of understanding the idioms and because
some idioms have more than one literal expression.

Feedback from some of the evaluators suggest the use
of idioms complicated the evaluation task a bit but
it was sometimes useful in identifying which of the
two conversations was a more fitting or diverse option.
They found it relatively easier evaluating the human-
likeness characteristic in the first set of experiments
but had to resort to using a dictionary for the idioms in
certain cases. Some of the conversations were marked
non-human-like because there was lack of connection
between the prompt and the response. In the second
set of transcripts, some conversations are evaluated as
more fitting when the responses answer the prompts di-
rectly while some are evaluated as more diverse when
the response is not a direct answer but elicits further
discussion.



Table 6: Excerpt from the second transcript of single-turn conversations. Person 2 is the IdiomWOZ
Person 1 Person 2
He knew his father’s grievance ; and put off the evil day
as long as he possibly could

he’s dead meat

achieving results that fly in the face of realism I’m not here I’m just a fly on the wall
does that mean Jane is off the hook ? She had the nerve to call time on her three-year spell in

charge
he’s still sulking ; sounding like a broken record the whole caboodle
we need new ways to do this ; to chew the fat ; to check
ourselves out

the Government’s approach to the environment is
geared more towards addressing the environment rather
than helping the environment

the 24-year-old striker is self-critical enough to insist
he is not yet firing on all cylinders

You’re the one up to your neck in it

remind her to take it off the hook the bookie took it on the nod
A lengthy break is in order ; so make sure you keep
your nose clean

they are under a cloud because of fears about US Pres-
ident’s wife Hillary Clinton

Utd have shown they are in a league of their own It’s a long shot him signing for Leeds. They’re a hard
nut to crack

from now until the year dot he was the apple of her eye
it’s a good idea to go the distance it ’ll just collapse and give up the ghost somewhere in

South Africa

Table 7: Excerpt from the second transcript of single-turn conversations. Person 3 is the MultiWOZ
Person 1 Person 3
He knew his father’s grievance ; and put off the evil day
as long as he possibly could

That’s great; thanks.

achieving results that fly in the face of realism Yes; realism. I like it.
does that mean Jane is off the hook ? I’m looking for a place to go in the centre.
he’s still sulking ; sounding like a broken record Well then I suppose I need to find something else to do

for you.
we need new ways to do this ; to chew the fat ; to check
ourselves out

To each their own. Let me know if you need any more
info.

the 24-year-old striker is self-critical enough to insist
he is not yet firing on all cylinders

Well if you’ll excuse me... let me ask my wife. Does
she think we should try for a little earlier; say 20:30?

remind her to take it off the hook I’m sorry; I forgot to hang up. Good bye.
A lengthy break is in order ; so make sure you keep
your nose clean

I am looking for a restaurant in the centre of town that
serves unusual food.

Utd have shown they are in a league of their own I’m sorry; but I’m not sure what you’re looking for.
Could you please restate your requirements?

from now until the year dot I’m sorry; but I don’t understand your request. Would
you like to try a different restaurant?

it’s a good idea to go the distance I can help with that! What are your departure and des-
tination sites?

5. Related Work

Jhamtani et al. (2021) observed that performance
dipped when some deep models were evaluated on two
open-domain dialogue datasets: DailyDialog and Per-
sonaChat, with regards to figurative language (Li et al.,
2017; Zhang et al., 2018). They compared Generative
Pre-trained Transformer (GPT)-2 to four other models
over the datasets and noticed the drop in performance
among most models. In their work, however, they pro-
posed transforming figurative language (including id-
ioms) to their literal form before feeding the models.

Idiom detection usually takes two approaches: type-
based and token-based (Peng et al., 2015a; Cook et
al., 2007; Li and Sporleder, 2009; Sporleder et al.,
2010a). The type-based approach attempts to deter-
mine if an expression is an idiom, perhaps through
automatic compilation of an idiom list from a corpus
(Sporleder et al., 2010b). The token-based approach re-
lies on context for distinguishing idioms (Korkontzelos
et al., 2013; Sporleder et al., 2010a). Non-contextual
word embeddings (such as word2vec) are used for
identifying metaphors (Mao et al., 2018). However,



such an approach may underperform (Mao et al., 2018).
Peng et al. (2015b) use word2vec to obtain vectors
from text8 corpus. Their algorithm, based on the as-
sumption that literal vectors are distinguished from id-
iom vectors by the larger inner product they produce,
uses inner product of context word vectors with vector
representing target expression. Bizzoni et al. (2017)
use word2vec and an ANN with 1 hidden layer for
detecting metaphors. Diab and Bhutada (2009) per-
form binary classification using support vector machine
(SVM), producing literal and idiomatic expressions on
a subset of the VNC-Token.

6. Limitation
The PIE-English idioms corpus that is used in this
work, though relatively large and probably the first with
as much as 10 classes, does not represent all the possi-
ble classes of idioms available. This may affect the per-
formance of the ML models. Furthermore, there may
be risks of offensive language or biased outputs from
the model checkpoints, since data used for pretraining
the deep models are from public online sources that are
known to contain such risks (Zhang et al., 2020).

7. Conclusions
We answer the research question ”does an open-
domain conversational system that is idiom-aware gen-
erate more fitting responses to prompts containing id-
ioms?” The answer is yes. It is, therefore, impor-
tant to train open-domain conversational systems on
idioms data, so as to achieve diversity and more fit-
ting responses in ML models. This is especially since
idioms are part of everyday speech in many cultures
(Alm-Arvius, 2003). We achieve SoTA classification
results on the PIE-English idioms corpus, using the
T5 model. Future efforts may be directed at explor-
ing more datasets of figurative language or idioms and
more diverse SoTA models for training.



Appendix

Model card for DialoGPT(medium)-MultiWOZ, trained on the PIE-English idioms corpus
Details

Model rationale This is a fine-tuned model of DialoGPT (medium)-MultiWOZ v2.2 on the Potential Id-
iomatic Expression (PIE)-English idioms corpus. It is intended to be used as an idiom-aware
conversational system.

Limitation The dataset it’s trained on is limited in scope, as it covers only 10 classes including
metaphor, simile, euphemism, parallelism, personification, oxymoron, paradox, hyperbole,
irony and literal.

Result The perplexity achieved on the test and validation sets are 160.9 and 160.46, respectively.
Others

Model link https://huggingface.co/tosin/dialogpt mwoz idioms
More Information about the original pre-trained model can be found at

https://huggingface.co/tosin/dialogpt mwoz
Licence CC-BY 4.0.

Generation example from an interactive environment:
Role Response
User remind her to take it off the hook.
Bot the bookie took it on the nod
User A lengthy break is in order ; so make sure you keep your nose clean
Bot they are under a cloud because of fears about US President’s wife Hillary Clinton
User Some families breed like rabbits and send us all their male heirs
Bot he was out for the count

Table 8:
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