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1. Introduction

Time Series forecasting has long been a field where people are always looking for
advancements and better accuracy. The reason why people are so preoccupied by this field
is because a large part of data has direct applications within the field. From traffic analysis,
weather prediction to exchange or stock data, we can see in the world that a lot of the world
today works on patterns that can be seasonal, and may be daily, weekly or yearly.

Therefore, research groups and scientists were heavily indulged in solving this type
of problem as accurately as possible. From linear regression to ARIMA[1] models and more
recently Long-Short Term Memories[2], time series have seen a lot of development over the
years.

Nowadays, the Machine Learning world seems to be ruled by a new architecture:
Transformers, from the infamous paper Attention is all you need[3]. What started as a
translation model, now has many applications such as Named Entity Recognition,
Classification, text generation, AI Assistants and many more in Natural Language
Processing and Image generation, image description and classification for Image data.
Furthermore, it even combines the two of them resulting in Multimodal models that can do a
little bit of almost everything. But, there has been one particular type of data that has models
where Neural Networks have a hard time with: Tabular Data, where algorithms such as
XGBoost[4] are still heavily used and still bring the best results. This being said, there is a
type of tabular data where neural networks saw usefulness: time-series data. Until recently
Long-Short Term Memories or Convolutional Neural Networks have dominated this type of
datasets. Nowadays a group from Tsinghua University have discovered that transformer
architectures or models influenced heavily by them work really well for these datasets. From
the first model, the Informer[5], where they changed the multi-head attention layer in order to
have a better space complexity until inverting all the layers (iTransformer[6]) or integrating
only parts of them (TimesNet)[7], in the last 2 years and a half since its inception, there was
a lot of creativity and science involved in making these type of architectures as good as
possible.

In this experimental report we will compare one model that is being used extensively
at the moment in practice for time series forecasting,Extreme Gradient Boosting (XGBoost).
and we will compare them with two transformer models, the Autoformer, which was the first
transformer model claimed to have achieved state-of-the art and iTransformers, the latest
model that claims to have achieved SOTA in their ICLR paper from late December 2023. We
will compare the results but also their performance and assess which model can be suitable
and for how many purposes.
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2. Methods

XGBoost are ensemble models that combine multiple decision trees using the
bootstrapping algorithm in order to build classifiers or regressors. In time series forecasting it
requires that the dataset be transformed into a supervised learning problem by using
sliding-window representations. We are using this algorithm as the weakest model, because
we want to construct a baseline from where to start[2].

Autoformer[8] is a type of transformer that replaces the self-attention mechanism
with an AutoCorrelation mechanism. It was proposed in order to take into consideration
period based dependencies that we encounter in all Time Series Forecasting datasets. Time
delay similarities are calculated by using a Fast Fourier Transform (FFT), because it
transforms time to a frequency domain, which is exactly what we need for finding these
periods. The Autoformer algorithm was used for weather prediction at the 2022 Winter
Olympics in China, so we can say that this was the first real-time use of a transformer model
for Time Series Forecasting.

iTransformer is a type of transformer that adopts an encoder-only architecture. They
found out that making independent time-series as tokens captures correlations in the
self-attention layer and as a consequence, it learns better than it did in the models before.
So instead of modifying the components of the architecture it adopts the components on the
inverted dimensions with an altered architecture. The alteration can be described in the
following way: we can take a multivariate time series, take all the features recorded at a
time, make them as a token, embed them and pass them through the self-attention layer to
find similarities with other time-series that went through the same process.

3. Exploratory Data Analysis

Dataset: a weather dataset of Cluj Napoca. It was scraped from the Open Weather
Map using their Weather API. The data collected was from January 1st 2008 until May 2023
at an hourly rate. This resulted in 139394 collected data points. In our initial dataset we had
28 features as presented in figure 3.1.
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Figure 3.1. Parameter-Description table of all data taken from the API

From these resulting attributes, we selected only the ones that were useful for us. So

in the first iteration we cut down the categorical values and we selected one timedate value of

the ones which were extracted from the API. The final values can be seen in figure 3.2.

Figure 3.2 Statistics of each of the final features of the dataset
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From the get-go, we can see that a lot of temperature values may have the same
meaning. Also both the two snow and rain attributes may be strongly correlated. For making
sure of this, we made a correlation matrix as can be seen in figure 3.3.

Figure 3.3 Correlation Matrix of the weather dataset.

As we suspected, the temperatures are strongly correlated with one another. Also we
can see some other insights such as the humidity and pressure having an inverse correlation
to the temperature. Then, we wanted to plot all the data to see how it looks. Also, we made a
density plot to see the distribution of each feature. Finally, we wanted to see what the
average temperature is in each month spanning from 2008 until 2023.
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Figure 3.4. All time-series plots of the dataset
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Figure 3.5. Density plot of all available attributes in the dataset.

Figure 3.6 Average monthly temperatures from January 2008 until May 2023

6



Long Term Time Series Forecasting for Stancioiu Laurentiu
Cluj-Napoca Weather Prediction

From the average temperature we can see that there has been a temperature
increase in December over the years and a temperature decrease in April and even March.

4. Results and Dicussions

For Training the Transformer based models we cloned the Time-Series Library
repository. We trained each of the transformers on an input sequence length of 96 hours to
predict an output of length 96, 192, 336 and 720 hours.For each prediction we used the
same dropout of 0.1, the same encoder and decoder input size of 15, due to the 15 features
that we have, the same output size of 15. The type of embedding used was timeF, the
activation function was GeLU, The dimension of the model was 512, as was the feedforward
dimension. We had 3 encoding layers, 1 decoding layer and a 25 window layer of moving
average. All these hyperparameters were the default ones. Also we used

The only thing we changed was in regards to batch size due to Memory usage
limitations. While for a batch of 64 the iTransformer memory usage was approximately 1.5
GB for all prediction lengths, for the Autoformer it was about 3 GB for a prediction length of
96, 192 for a batch size of 32,about 4 GB for a batch size of 24 for a 336 hours prediction
length and for a batch size of 16 and a 720 hours prediction length. We also used epoch
delay in order to not continue the training if the error on the validation data doesn’t decrease.
The target feature was the temperature.

We used 96758 data points for training, 13221 data points for validation and 27159
data points for testing. So the train/validation/test split was 70/10/20%. Also we can see the
difference in the size of the models. The iTransformer has a 0.02 MB model while the
Autoformer one has 0.04 MB, which is more than double. This doesn’t make much difference
for today's GPUs and CPU’s inference time, but it is significant information if we would like to
train bigger models.

Also we can see this difference regarding training time. For one epoch the
Autoformer spent 1000 seconds so if we had a batch of 64 we guess it would be around 10
minutes, while the transformer has a 100 seconds/epoch training time. From this we can
conclude that the Autoformer takes approximately 5 times longer to train. Due to the fact that
we had to make the batch size smaller, the 720 prediction length Autoformer with validation
took 5 hours and 45 minutes for 4 epochs and a validation pass. In total the iTransformer
took for all experiments approximately 3 hours and 40 minutes whereas the Autoformer
experiments took a total of approximately 10 hours to complete.

The baseline model, XGBoost, is widely used and still considered SOTA for tabular
data. It is also a very performant model for time-series forecasting, if we tune carefully each
hyperparameter. In this case, we took the approach of not tuning any, because we did not
tune the transformers, although for this particular model it represents a big disadvantage.
Also, this was not made because of time and lack of memory purposes, as the training itself
took 3 hours to complete, while using 3.8 GB of GPU. The only thing changed was splitting
time into multiple features such as hour, minute, second, month and year because we
needed this in order to transform it from a time-series to a regressor. As we can see in table
4.1 XGBoost performed significantly worse then the transformers architectures, but this is to
be taken with a grain of salt because of the reasons mentioned above.
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Models No.
of

iTransformer Autoformer XGBoost

Metric Hours MSE MAE MSE MAE MSE MAE

Weather

96 0.565 0.412 0.599 0.467 4.472 1.794

192 0.628 0.449 0.636 0.489 4.488 1.799

336 0.676 0.478 0.658 0.500 4.499 1.801

720 0.727 0.505 0.689 0.516 4.514 1.805

Average 0.649 0.461 0.646 0.493 4.493 1.800

Table 4.1. Full results for long-term Forecasting of the Cluj Napoca Weather Dataset

Figure 4.1. Ground Truth vs Prediction Plots for an input sequence of 96 hours for the
iTransformer
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Figure 4.2. Ground Truth vs Prediction Plots for an input sequence of 96 hours for the
Autoformer

The metrics used for long term forecasting were Mean Squared Error (MSE) and
Mean Absolute Error (MAE). MSE is calculated by taking the average of the squares of the
differences between the predicted and actual values. The formula is:
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One disadvantage of MSE is that the units are the squared units of the target value
so for unit correctness a better approach would be to use RMSE that is the square root of
MSE.

MAE measures the accuracy of the prediction model and is calculated as the
average of the absolute differences between the predicted and actual values.
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As we can see the main advantage of MAE stands in its interpretability. Also it
doesn’t penalize large errors like MSE which can be both an advantage and a disadvantage.
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From the figures and the table above we can draw the following observations: while
for a 96 and 192 hours the iTransformer is a clear winner above the Autoformer, for the other
two forecasting outputs it seems that the Autoformer can generalize better and the
iTransformer makes bigger errors that are penalized by MSE. But because of its speed
iTransformer may have uses even in Online Learning, as the weather data changes rapidly
and the models can be fine-tuned accordingly.

5. Conclusion

At the end, we can say that we have made a necessary experiment to see if these
transformer models can back up what the authors stated in their various papers. We found
out that it is partly true because the iTransformer did not generalize so well when dealing
with longer prediction sequences. Also, we must confess that this study is not complete, as
we can make the case that an iAutoformer may perform better than the original model and
the inverted transformer that we tried. Furthermore, we compared them with a baseline
model, XGBoost, and found out that if no algorithm is hyperparameter tuned, the
Transformer ones generalize better, and in the case of the iTransformer, can be trained
much faster.
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