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Abstract
We propose Read-ComprehensionLLM, an001
intelligent system utilizing large language002
models (LLMs) to provide outstanding003
ability in Reading Comprehension. We004
adopt syllogism prompting strategies to005
construct supervised fine-tuning datasets in006
the reading comprehension domain named007
Read-Comprehension50k, including instruc-008
tion samples of two categories( Reading009
comprehension Multiple choice questions010
andReading comprehension short answer011
questions) .Besides we use LoRA and QLoRA012
method to fine-tune LLMs . Evaluations con-013
ducted on multiple benchmarks demonstrate014
that our model performs better than baseline015
models. Further resources are available at016
https://huggingface.co/datasets/KashiwaByte/DISC-017
Assignment018

1 Introduction019

The recent NLP literature has witnessed a tremen-020

dous amount of activity in building models that021

can follow natural language instructions(Mishra022

et al(2017)., ; Wei et al(2019); Sanh et al(2019);023

Wang et al(2018), ; Ouyang et al(2019) ; Chung024

et al(2017) . These developments are powered by025

two key components: large pretrained language026

models (LM) and human-written instruction data027

(e.g., PromptSource and Super-NaturalInstructions028

, SuperNI for short).029

Prior work on instruction finetune need high030

memory usage, while a new method named LoRA031

can reduces memory requirements by using a small032

set of trainable parameters, often termed adapters,033

while not updating the full model parameters which034

remain fixed, based on it, another efficient finetun-035

ing approach named QLoRA, can backpropagates036

gradients through a frozen, 4-bit quantized pre-037

trained language model into Low Rank Adapters.038

These two approach would be utilized in out work.039

Reading comprehension tasks require thorough040

reading of the given context and step-by-step anal-041

ysis to arrive at the correct option. This poses a 042

significant challenge for large models, and enhanc- 043

ing reading comprehension abilities can effectively 044

reduce the illusion of large models. Therefore, it 045

becomes imperative to develop a domain-specific 046

large model with reading comprehension capabili- 047

ties. 048

To this end,we present our finetuned large lan- 049

guage model tailored for effectively solving read- 050

ing comprehension problems by analyzing and 051

reasoning. We begin by adopting the reading 052

comprehension syllogism prompting strategy to 053

construct supervised fine-tuning datasets in the 054

reading comprehension domain, named Read- 055

Comprehension50k. These datasets are then em- 056

ployed to train Read-ComprehensionLLM with an- 057

alyzing and reasoning on top of a general domain 058

LLM with 2B parameters. 059

In order to evaluate the effectiveness Read- 060

ComprehensionLLM, we utilize multiple evalua- 061

tion benchmarks and experimental results show 062

that Read-ComprehensionLLM outperforms sig- 063

nificantly better than the base foundation model 064

in all downstream tasks,In some domains, it even 065

surpasses ChatGPT3.5, which demonstrates the ad- 066

vantage of our work. 067

2 Related Work 068

2.1 Traditional NLP models and Limitations 069

Traditional NLP models have made progress in 070

various reading comprehension scenarios. 071

However ,The application of NLP models to the 072

reading comprehension sector presents a unique 073

set of challenges. Firstly, reading comprehension 074

tasks require a thorough understanding of long 075

texts. Secondly, reading comprehension tasks re- 076

quire a certain level of logical reasoning ability in 077

order to derive answers from questions and con- 078

text.Finally, many NLP models show poor adapt- 079

ability, being designed for single-task performance 080
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and lacking cross-task generalization(Mishra et al.,081

2022) These challenges underscore the need for fu-082

ture research to develop more robust and adaptable083

NLP models for the ever-evolving reading compre-084

hension sector.085

2.2 Large Language Models for Reading086

Comprehension087

The proposal of LLM-based dialogue systems088

like ChatGPT OpenAI (2023a), GPT-4 Ope-089

nAI(OpenAI et al., 2024), Alpaca Taori et al.090

(2023) have subverted previous dialogue systems091

Zhang et al. (2019); Chen et al. (2022b, a). These092

systems are famous for their zero-shot generaliza-093

tion ability Zhao et al. (2023). One of the key094

technologies is instruction-tuning Wei et al. (2021).095

Fine-tuning pre-trained LLM through diverse in-096

struction data to obtain the desired behavior pattern097

has become a common way to domainize LLM Bao098

et al. (2023); Yue et al. (2023). However,General099

domain LLMs reveal serious problems of hallucina-100

tion by generating irrelevant content to the specific101

case.102

2.3 Methods to enhance performence of Large103

Language Models104

Prompt engineering, which involves designing ef-105

fective prompts for large language models to guide106

their responses and improve performance in spe-107

cific tasks or domains. Domain-specific instruction108

dataset construction, focusing on creating datasets109

that are tailored to specific domains or tasks, in-110

cluding task design and data partitioning strategies.111

Zero-Shot Prompting is an important innovation112

in the field of Large Language Models (LLMs).113

Introduced by Radford et al. (2019), this technique114

allows us to guide the model to perform new tasks115

in the absence of large-scale specialized training116

data by using cleverly designed prompts.117

Few-Shot Prompting was proposed by Brown118

et al. (2020) and, compared to Zero-Shot Prompt-119

ing, it helps the model learn specific tasks by pro-120

viding a small number of input-output examples.121

The paper describes that through carefully selected122

high-quality examples, the model’s performance in123

executing complex tasks can be significantly im-124

proved, especially in cases where no examples are125

available at all.126

To overcome the limitations of Large Language127

Models (LLMs) in handling complex reasoning128

tasks, Wei et al(Wei et al., 2023) proposed an inno-129

vative approach called CoT. This technique intro-130

duces a special prompting strategy aimed at facili- 131

tating a more continuous and step-by-step thinking 132

process in the model. In comparison to traditional 133

prompting methods, the primary contribution of 134

CoT lies in its ability to more effectively prompt 135

LLMs to generate structured and deeply considered 136

answers. 137

SFT (Shanoff et al., 2022) is an instruction fine- 138

tuning dataset that provides explicit guidance for 139

training language models. The primary character- 140

istic of the SFT dataset is its collection in real- 141

world environments, with a focus on instructions 142

that align with human understanding and genera- 143

tion. 144

Some efficient fine-tuning strategies such as 145

LoRA(Hu et al., 2021) (Layer-wise Adaptive Rate 146

Scaling) and QLoRA(Dettmers et al., 2023) (Quan- 147

tized Layer-wise Adaptive Rate Scaling), which 148

aim to optimize the fine-tuning process for large 149

language models, can reduces memory require- 150

ments by using a small set of trainable parameters 151

3 Method 152

3.1 Read-Comprehension50k Datasets 153

To train Read-ComprehensionLLM, we construct a 154

high-quality supervised fine-tuning dataset, Read- 155

Comprehension50k with two subsets, namely Cos- 156

mosQA25K and TriviaQA25K. The former aims 157

to enhance the capabilities of LLMs in multiple 158

choice questions and standardized outputs, while 159

the latter seeks to bolster the abilities of LLMs in re- 160

sponding to long-text short answer questions. The 161

core of dataset construction involves creating <in- 162

struction, input, output> triplets based on prompt 163

and the content of the original dataset. 164

Dataset Samples Input Token
Multiple choice 25k 230
Short answer 25k 350
Total 50k 300

Table 1: Data statistics of the Read-Comprehension50k
dataset.

3.1.1 CosmosQA25k 165

The CosmosQA(Huang et al., 2019) dataset com- 166

prises over 35,000 questions and more than 16,000 167

article paragraphs, sourced from diverse fields such 168

as Wikipedia, news, fiction, and history. Each ques- 169

tion is accompanied by one correct answer and 170

also includes three incorrect answers as distractors. 171
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This design makes Cosmos QA a dataset suited172

for Multiple-Choice Question Answering (MCQA)173

tasks.174

Utilizing ChatGPT, we designed a prompt and175

refined it according to the principles of Prompt176

Engineering to serve as the instruction. We then177

consolidated the context, question, answer0, an-178

swer1, answer2, and answer3 into a single JSON179

pair as the input. The label of the correct answer is180

used as the output.181

The crafted prompt is as follows: "As a reading182

comprehension expert, you will receive context,183

question, and four answer options. Please under-184

stand the given context first and then output the185

label of the correct option as the answer to the186

question based on the context."187

3.1.2 TriviaQA25K188

TriviaQA(Joshi et al., 2017) is a challenging189

reading comprehension dataset that contains over190

650,000 question-answer-evidence triplets. Triv-191

iaQA includes 95,000 question-answer pairs au-192

thored by trivia enthusiasts, accompanied by inde-193

pendently collected evidence documents.However,194

the original TriviaQA dataset is not suitable for195

use as an instructional dataset. Therefore, we196

have reformatted its data structure to align with197

the format of the Stanford Question Answering198

Dataset(Rajpurkar et al., 2016) (SQuAD). This ad-199

justment involves structuring the data to better fa-200

cilitate the development and evaluation of models201

on question answering tasks.202

Leveraging ChatGPT and the principles of203

Prompt Engineering, we designed a prompt to serve204

as the instruction for processing the data. We then205

paired <context, question> as the input and desig-206

nated the answer as the output.207

The crafted prompt is as follows: "As a reading208

comprehension expert, you will receive context and209

a question. Please understand the given context first210

and then output the answer to the question based211

on the context."212

3.2 LLM Finetuning213

We utilized MiniCPM-2B(Hu et al., 2024) and214

ChatGLM3-6B(Du et al., 2022) as the base models215

for fine-tuning, applying the LoRA method to the216

former and the QLoRA method to the latter. For217

both fine-tuning processes, we used a 3090 GPU218

and leveraged the DeepSpeed framework Rasley219

et al.(2020). to accelerate training.220

3.2.1 LoRA Finetune for MiniCPM-2B 221

The hyperparameters setting of this training process 222

are as follows: global batch size of 4, learning 223

rate of 1e-4,LoRA rank of 8, dropout parameters 224

of 0.1 , 3 epochs training stage, maximum target 225

length of 512 tokens. The training process was 226

carried out on an 3090 GPU and the training cost is 227

further reduced with the help of deepspeed Rasley 228

et al.(2020). 229

3.2.2 QLoRA Finetune for ChatGLM3-6B 230

We used the Xtuner(Contributors, 2023) framework 231

for QLoRA fine-tuning, with the following hyper- 232

parameter settings: global batch size of 1, bit quan- 233

tization of 4,learning rate of 2e-4, LoRA rank of 64, 234

dropout parameters of 0.1,3 epochs training stage, 235

maximum source length of 512 tokens, The train- 236

ing process was carried out on an 3090 GPU and 237

the training utilized deepspeed Rasley et al.(2020). 238

4 Experiment 239

4.1 Evaluation Setup 240

To evaluate the overall performance of the fine- 241

tuned model on reading comprehension tasks, we 242

primarily tested it on two types of tasks: Multiple 243

Choice questions and Short answer questions. 244

4.1.1 Multiple Choice Questions task 245

For Multiple-Choice questions, we conducted ex- 246

periments using the official testing link and test 247

set provided by CosmosQA. We conducted mul- 248

tiple rounds of testing using the methods of CoT, 249

ZeroShot, and FewShot. 250

4.1.2 Short Answer Questions task 251

For Short answer questions, we partitioned a 7k 252

SQuAD-formatted TriviaQA dataset for testing,and 253

modified the official validation code to align with 254

our format while retaining core metrics (Exact and 255

F1). 256

4.2 Main Results 257

In this section, we present evaluation results of our 258

model on above two tasks in the reading compre- 259

hension domain. 260

4.2.1 Multiple Choice Questions task 261

We conducted both ablation studies and compar- 262

ative research on the fine-tuned models to assess 263

their performance and identify the impact of differ- 264

ent modifications. 265
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Model Score
Fewshot MiniCPM 0.3251
Fewshot LoRA MiniCPM 0.7773
Fewshot CoT LoRA MiniCPM 0.7790
CoT LoRA MiniCPM 0.8211
ZH LoRA MiniCPM 0.8215
LoRA MiniCPM 0.8291

Table 2: Ablation Studies

In ablation studies, we observed that the basic266

MiniCPM-2B model essentially lacks the capabil-267

ity for reading comprehension and selection. Under268

ZeroShot conditions, it is utterly incapable of com-269

pleting tasks, and even with FewShot, its perfor-270

mance is only slightly better than pure randomness.271

After LoRA fine-tuning, the MiniCPM-2B was272

able to achieve respectable results, ranking Top 36273

on the evaluation leaderboard. When using Chinese274

prompts, the performance of the LoRA fine-tuned275

model showed only a minor decrease, reaching Top276

42. This demonstrates that MiniCPM-2B possesses277

multilingual capabilities and can also be applied to278

Chinese reading comprehension tasks.279

It appears that smaller models have lower re-280

ceptivity to prompts and FewShot learning. Ex-281

periments indicate that incorporating FewShot and282

CoT tends to degrade performance.283

Model Score
ChatGPT3.5 0.7233
LoRA MiniCPM 0.8291
QLoRA Chatglm3 0.8416

Table 3: Comparative Experiments

In the comparative experiments, we con-284

trasted the fine-tuned MiniCPM-2B with fine-285

tuned ChatGLM3-6B and ChatGPT3.5, The re-286

sults demonstrated that small-parameter models, af-287

ter undergoing instruction-based fine-tuning, were288

able to surpass the performance of ChatGPT3.5289

in specific tasks. This highlights the potential of290

smaller models to achieve competitive results in291

targeted applications when effectively fine-tuned.292

4.2.2 Short Answer Questions task293

In the Short Answer questions task, we repeat-294

edly tested eight scenarios including FewShot295

and ZeroShot LoRA fine-tuned MiniCPM-2B, the296

original MiniCPM-2B model, QLoRA fine-tuned297

ChatGLM3-6B, and ChatGLM3-6B itself.298

Unfortunately, none of these configurations 299

yielded practically usable results. This outcome 300

suggests that despite the fine-tuning efforts, the 301

models may still face challenges in handling the 302

complexity or specific requirements of short answer 303

question tasks, indicating a need for further model 304

optimization or exploring alternative approaches. 305

We speculate that the reason for the training fail- 306

ures is that the maxline setting during model fine- 307

tuning was too small, preventing the models from 308

effectively handling reading comprehension tasks 309

with long contexts. This limitation likely restricted 310

the models’ ability to process and understand the 311

full scope of the provided texts, thereby impact- 312

ing their performance on tasks requiring detailed 313

comprehension of lengthy passages. Adjusting the 314

maxline parameter to accommodate longer contexts 315

could potentially improve model performance in 316

future experiments. 317

Additionally, we tested ChatGPT3.5 and the re- 318

sults indicated that it performed well. On a test set 319

of 1,000 entries, it achieved an Exact Match score 320

of 0.157 and an F1 score of 0.377, with only 73 321

instances of misunderstanding. This performance 322

highlights the model’s effectiveness in grasping and 323

responding to short answer questions, suggesting a 324

robust comprehension capability compared to the 325

earlier tested models. 326

5 Conclusion 327

In this paper, we constructed an instruction fine- 328

tuning dataset specifically for the reading compre- 329

hension domain and developed two domain-fine- 330

tuned models using LoRA and QLoRA methods. 331

Our evaluation results demonstrate the effective- 332

ness of our models on the Multiple Choice Ques- 333

tions task. Additionally, we identified significant 334

limitations in small-parameter models when deal- 335

ing with long-text reading comprehension chal- 336

lenges. These findings highlight the importance of 337

model parameter scale in handling complex read- 338

ing tasks and suggest avenues for further research 339

and optimization in model training strategies. 340
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